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Report 

During the course of this project, our group has accomplished the 
following "firsts": (1) The first scanning tunneling microscopy (STM) images 
of the InSb, InAs, and InP (110) surfaces. (2) The first STM images of 
Hg1_xCdyTe surfaces. (3) The first STM images of a diluted magnetic 
semiconductor, Cd_ 1xMnxTe. (4) The first demonstration that horribly convolved 
tips mechanically still give very good STM images. (5) The first nano­
machining of Au, Hg1_xC~Te, and Cd1_xMnxTe surfaces. (5) Formation, without 
physical contact, of 9A dots at room temperature on the InSb (110) surface and 
formation of more than one dot in a line (pixels) on that surface. (6) 
Observation of filling in, by diffusion and other mechanisms, of indentations 
made on the surface by an STM tip on HgCdTe and CdMnTe. (7) Scribing of 
adjacent parallel lines on the HgCdTe and CdMnTe surfaces. (8) Identification 
of a new c(4x6) reconstruction on some InSb (110) surfaces; this 
reconstruction appears to be metastable and cleavage induced. (9) Studies of 
the Si (100) surface under tensile compression and strain. This led to 
single-atom high steps moving in response to strain. (10) Observation and 
identification of defects and defect structures in STM images, together with 
theoretical description of those images. 

These new results have been achieved while we have been developing new 
STMs with unprecedented vibrational immunity and resolution. 
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DEPENDENCE OF ThE GaAs (110) SURFACE ELECTRONIC STATE 
DISPERSION CURVES ON THE SURFACE RELAXATION ANGLE 

David v. Froelich,· Mary E. Lapeyre, and John D. Dow 
Department of Physics, University of Notre Dame 

Notre Dame, Indiana ·46556 
and 

Roland E. Allen 
Department of Physics, Texas A&M University 

College Station, Texas 77843 

(Received 16 July 1984) 

The surface state dispersion curves E(lt) of the dangling bond states 
near the fundamental band. gap, c3 and A5, are computed for both the· 
established 0=27° model and the recently proposed 6=7° model of the 
{110} surface relaxation of GaAs, where 6 is the surface bond rotation 
angle. The two models produce surface state dispersion curves that are 
similar to one another and to the data. 

Until recently it was thought that .,the 
geometrical structure .. of the (110) surface 9f 
GaAs was one of the few semiconductor surface 
structures that was established. The accepted 
model was the 2i~ rotation model (1,2): To a 
good approximation, the anions rotate rigidly 
out of the surb.:e through an angle of 6=27°. 
This model was. established as a result of 
careful analyses of low-energy electron 
diffraction (LEED} data, and, in addition, 
prodded & 'way out of a theoretica:t dilemma: 
cal.:ulatf:ons of GaAs surface states for 
unrelaxed surfaces,< 6•0°, produced surface 
states in the fundamental band gap (contrary to 
data) that receded into the valence and 
conduction bands when the 6=27° relaxation was 
accounted for [3]. 

Recently, however, Gibson and co-workers [4] 
have suggested that 6=7° may be a more 
appropriate relaxation angle, based on analyses 
of Rutherford back-scattering (RBS) data. Duke 
and co-workers have also presented analyses of 
LEED data that indicate that a 7° rotation, 
while not preferred, is acceptable (5]. Gibson 
et al. have stated, however, that their data 
might be consistent with the 6=27° model, 
provided one allows for anomalously large 
surface phonon amplitudes. 

With LEED and RBS analyses producing ambiguous 
interpretations of the data, we thought it might 
be useful to determine if the measured surface 
state dispersion curves E(K) [6), when compared 
.,ith theoretical predictions, preferred either 
the 0•7° model or the 6=27° model. Previous 
calculation,; of F.(lt), assuming the 6"'27° model, 
were in sufficiently good agreement with the 
data to afford explanations of the principal 

1982 PACS Number: 68.20.+t; 73.20.-r 
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experimental fe.t9res [7] (Fig.l). HOwever,.~ 
now find qualitatively sim:llar dis'j:ler)iliop 
relations E(lt} 'for the relevant surface state,s,. 
for 8•0°, 6•7°, 14° and· 27° (Fig. 1). Sinee tbe. 
theory is only accurate to several tenths of an 
eV (8] near the valence band maximum, the 
theoretical surface state dispersion curves do 
not provide a means for discriminating with 
confidence among the relaxation models. The 

_tpeory does predict that surface states do fall 
in the fundamental band gap for the 7° model [1] 
{Fig. 2 [9] and Ref. [10)): 0.1 eV below the 
conduction band edge and 0.1 eV above the 
valence band maximum - but these energies are 
too small in comparison with the several tenths 
of an eV theoretical uncertainty to ,be 
convincing proof of the 27° model ov~;:r the 7° 
model. 

Hence we conclude that the agreement between 
photoemission data and the theory does not 
provide strong evidence for or a§ainst either· 
the 6•7° model or the 8•27 model. The 
established 8•27° model should be retained untif 
more conclusive experimental evidence against it 
is pre•ented. 

Finally, as we have been completing this 
manuscript, we haVl! received a preprint from 
Mailhiot, Duke and Chang (11], Who have 
independently been studying this problem using 
the same Hamiltonian and comparably accurate 
theoretical techniques. They have found similar 
results; however they interpret their ; •,sults as 
providing stronger support for the 6=27~ model • 
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Fig. 1. Calculated surf.ace state dispersion 
curves in the gap (solid lines) and resonart 
with th<!! bulk bands (dotted lines), assuming a 
surface bond . rotation angle of 6=0°, 7°, 14°, 
and 27° for the dangling bond (110) surface 
states .;3 and A5 of GaAs. Heavy solid lines 
represent the bulk band edges; the dashed line 
denotes the data of A. Huijser, J. van Laar and 
T. L. van Rooy, Phys. Lett. 65A, 337 (1978) and 
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Fig. 2. Calculated energies of th£ dangling bond 
{110) surface states of GaAs (s<.lid lines for 
bound States, dotted lines for resOll·lnces) at r 
[9), as functions of the surface bond rotation 

. 

G. P. Williams, R. J. Smith and G. J. Lapeyre, 
J. Vac. Sci. Techno!. 15, 1249 (1978). The C3 
state is not shown fori6•14°, because this state 
lies too close to the 6•7° and 27° states. The 
27° results are the same as those of Ref. [7). 
The absolute uncertainty in the theoretical 
predictions is shown by the error bar at R 
centered on the data. 

. . . . . . . . 

e 
angle. The results for the C3 
Ref. [ 10), Ev and E are 
conduction band edges, aenoted 
1; nes. 

state are from 
the valence and 
by heavy soltd 

Super/attices and Microstt 

[ 1] 

[2] 

( 3) 

REFE. 

S, Y. Tong, A. R. Lui 
and M. A. van Hov< 
(1978). 
A. Kahn, E. So, P. ~ 
vac. Sci. Technol. 
Duke, R. J. Meyer anv 
Techno!. 17, 971 (19~ 
For a sampling of pre 
GaAs (110) surfac~ st 
F. Manghi and C. M. B 
1911 (1977); J. D • 
Cohen, Phys. Rev. BH' 
Mele and J. D. JO. 
B17, 1816 (1978); D. 
Technol. 15, 631, 1 
Bl8, 1800-(1978); 
Eastman, K. C. pan, 
Vac. Sci. Techno!. 15 
Chelikowsky and M:­
B20, 4150 (1979); A. 
BU, 959 (1980);:A. ·. 
M:-schmeits, Solid St 
(1982). 

[4] w. M, Gibson and H~ 
Sci. Technol. B~, 343 



::rostructures, Vol. 1, No. 1, 1985 

"" 
. -/ . / 

/ 

r 

• J. Smith and G. J. Lapeyre, 
t. 15, 1249 (1978). The c3 
for-a•14°, because this state 
1e 6•7° and 27° states. The 
1e same as those of Ref. [7). 
rtainty in the theoretical 
'wn by the error bar at R 
!l. 

for the c3 state are from 
d E are the valence and 
es, aenoted by heavy solid 

Superlattices and Microstructures, Vol. 1, No. 1, 1985 

REFERENCES 
[1] S. Y. Tong, A. R. Lubinsky, B. J. Mrstik 

and ~. A. van Hove, Phys. Rev. Bll, 3303 
(1978). 

[21 A. Kahn, E; So, P. Mark and C. B. Duke, J. 
Vac. Sci. Technol. 15, 580 (1978); C. 8, 
Duke, R. J. Meyer and P7 Mark, ~. Vac. Sci, 
Technol. 17, 971 (1980). 

[JI For a sampling of previous theories of the 
GaAs (110) surface states, see c. Calandra, 
F. Manghi and c. M. Bertoni, J, Phys. C10, 
1911 (1977); J, D. Joannoroulos and M.-r. 
Cohen, Phys. Rev. B10, 5075 (1974); E. J, 
Mele and J. D. JOannopoulos, Phys. Rev, 
B17, 1816 (1978); D. J. Chadi, J. Vac, Sci. 
Technol. 15, 631, 1244 (1978), Phys. Rev. 
B18, 1800-(1978); J. A, Knapp, D. E. 
Eastman, K. c. Pandey and F. Patella, J. 
Vac. Sci. Technol, 15, 1252 (1978); J. R~ 
Chelikowsky and M-;- L. Cohen, Phys. Rev. 
B20, '•ISO (1979); A. Zunger, Phys •. Rev. 
B22, 959 (1980); A. Mazur, J. Pollmann and 
M:-schmeits, Solid State Commun. 42, 37 
(1982). -

[4) W. M. Gibson and H. J. Gossman, J. Vac, 
Sci, Technol. Bl, 343 (1984) • 

[5) c. B. Duke, s. L. Richardson, A. Paton a1 
A. Kahn, Surf. Science 128, Ll35 '(1983). 

[6) J. van Laar and J. J. Scheer, Surface Sci 
8, 342 (1967); J. van Laar and A. Huijser 
J. Vac. Sci. Technol. 13, 769 (1976); t·. 
Gudat and D. E. Eastman, J. Vac. Sci 
Technol. 13, 831 (1976); w. E. Spicer, 
Lindau, ~ E. Gregory, C. M. Garner, l 
Pianetta and P. Chye, J, Va·!. Sci. Techno} 
13, 780 (1976). 

[7) R: P. Beres, R. E. Allen and J, D. Do~ 
Solld State Commun. 45, 13 (1983). 

[8) The theoretical uncertainty can be ±0.5 eY 
[9) To avoid singular matrices, t! 

calculations for r are actually performe 
at k~o:o2X. For 6)21°, the smaller­
results for A5 ar~ extrapolated. The~ 

results are checked '·q considering severa 
different directions vf k, near r. 

I 10 I R. E. Allen, H. P. Hjalmarson and J. D. De 
.surf. Sci. 110, L625 (1981). 

[11) C. Mailhiot:-E. B. Duke and Y. C. Chanf 
"The atomic geometries of ZnSe (110) a~e 
GaAs (110): determination by photoemissic 
spectroscopy," to be published. 





Superiattices and Microstructures, Vol. 2, No. 5, 1986 491 

RELATIVISTIC.EMPIRICAL TIGHT-BINDING THEORY OF THE ENERGY BANDS OF 
GeTe, SnTe, PbTe, PbSe, PbS, AND THEIR AlLOYS 

Craig S. Lent(a), Marshall A. Bowen(b), John D. Dow, and RobertS. Allgaier(c) 
Department of Physics, University of Notre Dame, Notre Dame, Indiana 46556 U.S.A. 

and 
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and 

Eliza S. Ho 
Department of Physics, University of Illinois at Urbana-Champaign 
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(Received 29 July 1986) 

The orthogonalized plane wave band structures of GeTe, ~n!e, PbTe, PbSe, 
and PbS are fit with a nearest-neighbor, 18-orbital sp d , relativistic 
tight-binding model that exhibits chemical trends. The band gaps of 
Pbl·xSnxTe, Sn1 _YGeyTe, and Ge1 .zPbzTe alloys are predicted as functions 
of compositions ~. y, and z. Bowing of the gap is expected to be 
substantial for Ge1 .zPb~Te, and either Sn1_YGeyTe or Ge1.zPbzTe should 
exhibit a Dimmock reversal. 

1. Introduction 

The rocksalt-structure IV-VI semiconductor 
compounds, such as PbTe, SnTe, GeTe, PbSe, and 
PbS all have small band gaps, high dielectric 
constants, interesting defect levels, and a 
variety of very unusual thermodynamic, 
vibrational, electronic, and infrared properties 
[1]. Exploitation of these properties for the 
fabrication of technologically important 
opto-electronic devices has been partially 
impeded by an incomplete understanding of the 
intrinsic and extrinsic electronic states of 
these materials. The IV-VI's have attracted 
relatively little theoretical attention, 
however, because their electronic band 
structures are complicated, having large 
relativistic splittings. At first glance, it 
would appear that the electronic states of bulk 
defects or surfaces of these materials can be 
understood only if one executes a very tedious, 
relativistic theory. 

In this paper, we show that the apparently 
complicated energy bands of the IV-VI compounds 
can be parameterized by a simple nearest· 

(a) Permanent address: Department of Electrical 
and Computer Engineering, University of 
Notre Dame, Notre Dame, Indiana 46556. 

(b) Permanent address: Department of Computer 
Science, Western Illinois University, 
Macomb, Illinois 61455. 

(c) Present address: Theodore Associates, Inc., 
10510 Streamview Court, Potomac, Maryland 
20854. 

PACS Number: 71.25.Tn 
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neighbor tight-binding model Hamiltonian. The· 
parameters of this model exhibit chemical trends 
and can be used to predict the electronic . 
structures of alloys such as Pbl-xS"xTe. 
Moreover, theories of defect energy levels and 
surface states in IV·VI's can be constructed 
using this simple Hamiltonian, as we shall 
demonstrate in subsequent work. 

2. Tight-binding theory 

The relativistic Hamiltonian that produces the 
energy band structures has the form (2] 

H • (p2/2m) + V + Hso 

+ ~2v2v;8m2c2 • P4/8m3c2 
(1) 

where V is the crystal potential, the spin orbit 
interaction is 

H90 - ~¢•(VVxp)/4m2c2 , 
and the remaining terms are the Darwin terms and 
the relativistic mass correction term [3). 

Employing the ideas of Slater and Koster [4), 
Harrison [5], Chadi [6], and Vogl et al. [7], we 
construct the nearest-neighbor tight·binding 
Hamiltonian: 

Ho • IR,o,i [Ja,i,o,R>E1 ,a<a,i,o,RI 

+ lc,i,o,R+d>E1,c<c,i,o,R+dl] 

+ ~.R',o,i,j [la,i,o,R>v1,j<c,j,o,R'+dl 

+h. c.]-+ Hso• 
(2) 

© 1986 Academic Press Inc. (London) Limited 
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TABLE I. Nearest-neighbor tight-binding parameters of GeTe, 
SnTe, PbTe, PbSe, and PbS, as fit to the band structure of Herman 
et al. [9], in eV. The column labelled GeTe* refers to 
Dimmock·reversed GeTe with the valence (conduction) band extremum 
at L6" (L6+). vd,d~· vd,s• and V5 ,d are taken to be ~ero. 

~.c 

~.a 

vs,p 

vp,s 

vp,p 

vp,p~ 

vp,d 

vp,d.,. 

vd,p 

vd,p ... 

vd,d 

vd,d5 

GeTe GeTe* SnTe PbTe PbSe PbS 

-7.847 -7.992 -6.578 -7.612 -7.010 -6.546 

·10.974 -10.855 -12.067 -11.002 -13.742 -13.827 

1.454 1.657 1.659 3.195 4.201 3.486 

0.444 0.250 -0.167 -0.237 ·1.478 -1.153 

9.08 9.08 8.38 7.73 8.72 9.27 

25.85 26.75 7.73 7.73 11.95 10.38 

0.505 0.577 0.592 1.500 1.693 1.559 

0.447 0.351 0.564 0.428 0.121 -0.211 

-0.617 -0.631 -0.510 -0.474 -0.402 -0.364 

0.877 0.788 0.949 0.705 0.929 0.936 

0.790 0.876 ~0.198 0.633 0.159 0.186 

2.189 2.181 2.218 2.066 1.920 2.073 

-0.478 -0.498 -0.446 -0.43C -0.356 -0.281 

-1.14 -1.65 -1.11 -1.29 -1.590 ·1.142 

1.56 1.78 0.624 0.835 1.45 1.16 

-1.55 ·1.50 -1.67 -1.59 -1.09 -1.54 

0.976 0.742 0.766 0.531 0.0497 0.517 

-3.79 -3.87 -1.72 -1.35 -1.90 ·1.67 

0.887 0.892 0.618 0.668 0.692 0.659 

Table II. Experimental values of the fundamental gap for GeTe, 
SnTe, PbTe, PbSe, and PbS used in fitting the tight-binding 
parameters of Table I (in eV). 

GeTe SnTe PbTe PbSe PbS 

(a] L. Esaki, J. Phys. Soc. Japan, 1966, 21, 589 [Kyoto Conference 
Supplement], measurements at 4.2°K. 
[b] Ref. (10], mea~~rements at 4.2°K. 
[c] Re!. [10], m•,&urements at 12°K. 
[d] D. L. Mitchell, E. D. Palik, and J. N. Zemel, Proc. Seventh 
Int. Conf. Phys. Semicond., 1964, p. 325 (1964), measurements at 
4.2°1<. 
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I 

Vector 
Fig. 1. The energy band structure in eV of 

PbTe, published by Herman et al. [9] (dashed) in 
comparison with the present work (solid). Note 

where h.c. means Hermitian conjugate, R are the 
rock-salt lattice positions of the anion, i and 
j are the basis orbitals for the cation and 
anion respectively, u is the spin (up or down), 
a and c refer to the anion and cation 
respectively, and d is the position of the 
cation relative to the anion in the R·th cell; d 

(at/2)(1,0,0). The spiri·orbit Hamiltonian is 

Hso- IR,u,o' ,i [Jc,i,u,i>AcLc•&c<c,i,u' ,RJ] 

+ IR u o' j [ja,j,u,P~AaLa•&a<a,j,o' ,Rj]. 
' • • (3) 

We use nine orbitals per atom in our basis, 
each with up and down spin: s, Px• p , p , 
~2.y2, d3z2.r2, dxy• ~z• dzx· Because of tte 
impot'tan,•e of the d banils near the bottom of the 
conduction band at the X point we found it 
necessary to include all five d band~ in the· 
model. This approach is to be preferred over 
that of Robertson {8), which included only two 
of the five d orbitals. We did neglect (i) the 
somewhat smaller couplings Vs do between the s 
states and the d states and tii) Vd d , the 
lf· type bonding between d states. ' lf 

The resulting 36x36 Hamiltonian matrix is 
given in Appendix A. 

that the zero of energy is the valence band 
maximum and that the fundamental band gap is at 
L. 

3. Determination of the empirical 
Hamiltonian matrix elements 

The parameters of this model are listed in 
Table I. They were obtained by fitting the 
eigenvalues of the matrix to the energy bands 
published by Herman et al. [9] (See Fig. 1). 
Analytic expressions for the eigenvalues at high 
symmetry points were used to make an initial 
guess for the parameters. Then a least-squares 
fit of the parameters to the calculated energ~ 
bands was performed. The symmetry of the states 
on either side of the fundamental gap was also 
included in the fitting procedure. This is 
necessary to assure the Dimmock reversal [10] in 
the ordering of bands that occurs in Pbl-xS~Te 
between PbTe (with a conduction band minimum at 
L6· and valence band maximum at L6+) and· SnTe 
(with the opposite ordering). ~e energy bands 
were fit to the values obtained by Herman et al. 
for wavevectors at the r, X, and L points of the 
Brillouin zone; but Herman's conduction band 
energies at L were all shifted by the same small 
amount in order to guarantee that the 
fundamental band gap agreed with experiment. The 
resulting band structures are displayed in Figs. 
1-5. The fit of the band structure of GeTe 
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Fig. 6. The s-orbital energy differences in 
the solid, (Table I) versus the s-orbital energy 
differences in the atom [7]. 

assumes a PbTe-like ordering of the conduction 
and valence bands: L6- above 16+. The 
possibility exists, however, that GaTe's band 
structure is Dimmock-reversed, as SnTe's is, 
with 16+ being the conduction band minimum. We 
denote Dimmock-reversed GaTe by GeTe*, and 
obtain for it the slightly different matrix 
elements listed in Table I. 

For the parameters of the ·model, the 
differences in the diagonal matrix elements 
Es c·Es a and EP c·Ep a• are approximately 
proportional to the corresponding differences of 
atomic energies. The Vogl constant of 
proportionality p [7] is about 0.65 for the 
s-state and 0.9 for the p-state. (See Figs. 6 
and 7.) These proportionalities or scaling rules 
for the matrix elements of the empirical 
Hamiltonian allow the theory to make sensible 
predictions of chemical trends for intrinsic and 
extrinsic electronic states of different IV-VI 
semiconductors. 

4. Application to Alloys 

In this section we apply the theory to 
Pb1_xsn-.re, sn1_ Ge Te, and Ge1_ PbzTe alloys 
and compute the atlo~ band gaps as ~unctions of. 
the composit:ions x; y, and z, using the virtual 
crystal approximation. The>.e materials are 
substit~tional alloys miscible for all 
compositions. 

Pbl-xSDxTe is an interesting alloy because tre 
band gap Gf SnTe is "inverted" in compariso ·, 
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Fig. 7. The p-orbital energy C:ifferences in 
the solid, (Table I) versus the p-orbital energy 
differences in the atom [7]. 

with the gap of PbTe:·the fundamental band gap 
occurs with the conduction band minimum being 
the 16+ point of the band structure, rather than 
at the the 19· point. This phenomenon was 
elucidated by D1rnmock et al. [10] several years 
ago, who pointed out that a level-crossing 
phenomenon oecurs with increasing x as the 
band-gap of Pbl-xSDxTe decreases and attempts to 
become negative. Ve calculate that the gap 
vanishes at x~0.35, in good ahreement with the 
experimental value. 

As a function of alloy composition, this 
Dimmock. reversal in Pb1 .xsDxTe must undo itself 
in either Sn1.yGeyTe or Ge1.zPbzTe. We p"edict 
that the secbnd Dimmock reversal must occur 
either near y .. 0.6 in Sn1 Y.Ge Te or near 
z .. 0.3 in Ge1.zPbzTe. In the-~o~er case, GeTe 
must have the same ordering of 16 bands as PbTe, 
whereas in the latter case, GeTe has the 
SnTe-like GeT~* electronic structure. (See Fig. 
8.) The calculations also indicate that one 
should expect considerable bowing in the 
fundamental band gap versus alloy composition 
for Ge1.zPbzTe, in contrast to the linear 
x-dependence of the gap for Pb1_xSDxT&. This 
striking prediction of the. calculations· i~ in 
qualitative agreement with the measurements of·· 
Nikolic ! 11,12] . 

.Ve compute the ·fundamental band gaps of alloys 
such as Pbl-xSn, Te by diagonalizing the 
virtual-crystal [13] empirical tight ··hin<'ing. _ 
Hamiltonian. The covalent radii of E-.- and Sn 
differ by so little (• 4%) and .all of the 
Hamiltonian matrix elements of PbTe and SnTe are 
sufficiently similar that a vi -·-!:ual crystal 
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Fundamental Gap vs. Alloy Composition 
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Fig. 8. The calculated band gaps and L6+ and 
L6· band edges of Pb1.xsnxTe, Sn1_ Ge Te, and 
Ge1.zPbzTe versus alloy compositions ~. Yy, and 

approximation to the matrix elements of 
Pb1 _xsnxTe is appropriate for states near the 
fundamental band gap [13]: the diagonal 
Hamiltonian matrix elements of Pb1_xsnxTe are 
(1-x) times the PbTe elements plus x times the 
SnTe matrix elements [14). The off-diagonal 
~atrix elements, multiplied by the square of the 
lattice constant {5], are similarly averaged, 
using Vegard's ~aw for the lattice constant. The 
band edges of Fig. 8 were eigenvalues obtained 
by diagonalizing this Hamiltonian for a 
~avevector at the L·point of the Brillouin zone. 

5. Conclusion 

We conclude that the 
parameterization of the 

present tight-binding 
IV-VI energy bands is 

Composition 
z. The zero of energy is the L6+ band extremum. 
The hatched area is the gap. (a) For ordinary 
GeTe; (b) for Dimmock-reversed GeTe* (see text). 

adequate for reproducing chemical trends, 
including the Dimrnock band reversal phenomenon 
in Pb1_xsnxTe. Therefore, it should ~rovide a 
satisfactory starting point for general theories 
of localized electronic states in these 
very small band·gap materials, such as "deep 
traps" [ 15] or surface states. Subsequent work 
will use this Hamiltonian to study a wide 
variety of problems involving localized 
electronic states in IV-VI semiconductors. 
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APPENDIX A: The 36x36 Hamiltonian matrix 

The basis set for the 36x36 Hamiltonian is: 
Js,c,t:>, 
IPy•c,t>, 
IPz ,c • !>, 
IPx•a.~>. 
1 a2 ,c, t>, 
ldl,c.~>. 
ld5 ,c.~>. 
j'd4 ,a, t>, 
ld3,a.~>. 

js,c.~>. js,a,t>, js,a.~>. 

IPz,c,t>, IPx,c.~>. 
IPx,a,t>, IPy•a,t>, 
IPy•a,,>, IPz•a.~>. 
Jd3,c,t>, jd4 ,c,t>, 
jd2,c,f>, jd3,c.~>. 
Jd1 ,a,t>, Jd2 ,a,t>, 
Jd5,a,t>, Jd1 ,a.~>. 

1 d4 ,a,l>, and jd5,a, !>, 

IPx•c,t>, 
IPy•c.~>. 
IPz,a,t>, 
jd1 ,c, t>,. 
jd5 ,c,t>, 
Jd4 ,c,,>, 
Jd3 ,a,t>, 
Jd2 ,a,l>, 

The Hamiltonian can be written in block form 
as follows (only the lower triangular part of 
the Hamiltonian is given since it is Hermitian): 

Hpc,s Hpc,pc 

Hpa,s Hpa,pc Hpa,pa 

0 0 Hdc,pa Hdc,dc 

0 Hda,pc 0 Hda,dc " ··~:n ,da 

Hs,s is a Hermitian 4x4 matrix which connects 
s·states to s-states: 

Es,c 

0 Es,c 

Hs,s - goVss 0 Es,a 

0 savs,s 0 ·Es,a 

and Hpc,s can be written as: 

Hpc,s - [: Hll 

H2 ...i 

where we. have 

[ .,.,v,,, 

:J Hl- ·2g2vp,s 

·2g3vp,s 
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and 

can be written as: 

:] 
where we have 

[ ·2glvs,p 0 

J 
H3 - ·2g2vs,p 0 

·2g3vs,p 0 

and 

[: 

..... 

·2glvs,p 

J 
H4 - ·2g2Vs,p 

-2g3vs,p 

Hnc pc is a 6x6 Hermitian matrix with all the 
diaional elements equal to E c· Its· oth~r 
non-zero matrix elements in the ~ower triangular 
region are: 

<py,c,tj H IPx•c, t> - i l.c/2. 
<pz,c.~l H IPx•c• t> - :t..c/2, 
<pz,c.~1 H IPy·C. t> - i l.c/2, 
<px,c,!j H IPz•c• t> • ·:t..c/2, 
<py,c,lj H IPz·c·,t>- ·Uc/2, 

and 
<py,c,.q H IPx,c,l> - ·Uc/2. 

·Hpa a is a 6x6 Hermitian matrix of the same· 
form ·~s Hpc pc• but with the diagonal elements 
equal to Ep a'~nd the other non-zero elements as 
above with 1c replaced with "a· 

Hpa,pc is a diagonal 6x6 matrix with, 

<px,a,tj H IPx•c,t>- vx,x 
<py,a,tj H IPy·c,t>- vy,y 
<pz,a,tj H IPz•c,t>- Vz,z 
<px,a,lj H IPx,c.~>- Vx,x 
<py,a.~l H IPy,c,,> • ~v.y 
<pz,a,lJ H Jpz,c,l>- VZ,z 

and 
vx,x- 2g4vp,p y 2(gs+g6) vp,pw 

vy,y- 2g5vp,p + 2(&4+g6) vp,pw 

vz,z· 2g6vp,p + 2<g4+gs) vp,pw 

Hda,pc can be written in block form as: 

[

H5 
Hda,pc -

0 :, l 



-. 

. . 
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where H5 is the 5x3 matrix: 

·/3glvp,d /3g2Vp,d 0 

gl vP. d g2Vp,d ·2g3Vp,d 

·2g2Vp ,d1f ·2glvp,d1r 0 

0 ·2g3Vp,d1r -2g2Vp,d1r 

·2g3Vp,d1r 0 ·2glvp,d1r 

Hdc,pa is of the same form, but with vp,d 
vp,d1r replaced by vd,p and vd,p1r· 

and 

Hda,dc is a lOxlO matrix with only four 
non-zero off-diagonal elements. The diagonal 
elements are: 

<d1 ,a,tl H ld1 ,c,t>- <d1 ,a.~l H ld1,c,~> 

- 3/2 (g4+gs)vd,d + (2g6+g4/2+g5/2)vd,d6 

<d2 ,a,tl ,H ld2,c,t> • <d2 ,a,~l H ld2,c,~> 

• 3/2 (g4+gs> vd,do+ <2g6+g4/2+gs/2)vd,d 

<d3 ,a,tl H ld3,c,t>- <d3,a.~1 H ld3,c,~> 

- 2 (g4+gs) vd,d1r + 2 g6 vd;d$ 

<d4 ,a,tl H ld4 ,c,t> • <d4,a,lj H ld4,c,~> 

- 2 <gs+g6) vd,d1f + 2 g4 vd,do 

<d5 ,a,tJ H Jd5 ,c,t>- <d5 ,a.~l H Jd5 ,c.~> 

The non-zero off-diagonaL elements are all 
equal: 

<d1,a,tl H Jd2 ,c,t>- <~,a,tl H Jd1 ,c,t> 

- <d1,a.~1 H ld2,c.~> • <d2 ,a.~l H ld1 ,c.~> 

- (/3)/2 (gs-g4) (Vdd - vd,d6> 

where we have 

g0(k)- 2[cos(~av2)+cos(kyav2)+cos(kzaL/2)], 

g1(k) - 1 sin(~aLf2), 

g2(k) • i sin(kyaL/2), 

g3(k) - i sin(kzav2), 

g4(k) - cos(kxav2), 
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g5(k) - cos(kyaL/2), 

and 

g6(k)- cos(kzaLf2). 

The parameters V~ s• Vs R and Vp d correspond 
to the integrals ~ssa) 1 , ·~spa) 1 , tpda) 1 in Ref. 
[4). . 

Hd c and Hd a are both lOxlO diagonal matrices 
whose elements are Ed,c and Ed,a respectively. 
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Calculations are present.ed which iupport the identification of two 
sulfur-related centers in Si · (lying 0. 37 and 0.19 eV below the 
conduction band minima) with (S,s)+ and (S,s)O nearest-neighbor 
substitutional S pairs. Explanations in terms of meso-bondini are given 
of the followin~ facts: (i) Although S is much more electronegative than 
Si, the (S,S) pair level lies at higher energy than the s+ level by 
w0,2 eV; (ii) The hyperfine interaction for (S,S)+ is considerably 
smaller than for the isolated S defect; and (iii) The (S,s)+ ~olecular 
defect has a hyperfine tensor that is virtually isotropic. 

Nearly twenty years ·ago, Ludwig oba~rved 
evidence of · substitutional nearest-neighbor S 
pairs in Si, whiJe studying the electron spin 
resonance and electror nuclear double resonance 
spectra of isolated S [1]. It is now known that 
there are five s-related deep levels in the band 
gap of Si [2-7}, two of which are associated 
with isolated-S (the A and B centers [8]), two 
of which are thought to be caused by paired-S 
defects (hereafter denoted the C and D centers 
[8}), and the fifth Z center [9], which is 
associ&ted with unknown s-related complexes. The 
energy levels of the A, B, C, and D centers and 
their assignments are shown in Fig. 1. 

A center B center C center 0 center 

Ec ···--
1.0 - (S,S)0 

so Ec·O.I9 
(S;S)+ 

i 
Ec"'0.31 

Ec-0.37 

e;-. 
~ 

s+ 
c: Ec·0.61 IIJ 0.5 

Ev=C'l.O '-----'---------------J 
Fig. 1. The observed sulfur-related deep 

energy levels in the band gap of Si, together 
with the defect assignments of Brotherton and 
earlier workers. These assignments are confirmed 
by the present work. 

Broth~rton et al. [9) have shown that high 
temperature :.nnealing leads to pref!!rential 
formation of (S,s)· pairs, whereas isolated-S 
defects dominate in material annealed at low 
temperature.· However there are several features 
of the (S,S) pair identification that, at first 
glance, appear to be troubling: (i) The pair 
levels (S,S) lie at higher energy than the 
isolated-S levels, even though S is very 
electronegative with respect to Si and 
replacement of a neighboring Si by a more 
electronegative atom would be expected to pull 
the isolated-S level down in energy; (ii) S is 
so different from . sr-that in isolatiot. it 
produces a·deep level in the gap; yet the second 
(spectator) S atom ·appears to be very little 
different in its effect from the Si it replaces: 
it alters the isolated-S deep level by only 
~0.2 eV, even though the additional potential of 
the second S impurity is strongly attractive 
(corresponding to a charge of two protons) and 
localized. The small size of this effect is 
evident when compared with the eves larger 
differer,ce of deep level energies of S and s+, 
~o.3 eV, Which is due to a single delocalized 
electron. Also the difierence in (S,S) and S 
energy levels, 0. 2 eV, is com}•arable with the 
difference in the S and Te deep levels (0.2 eV), 
even though the defect potential difference of S 
and Te is only =-1 eV compared with -6 eV for S 
and Si [10]; (iii) Although the (S,S) and S 
defects have similar energy levels, the 
hyperfit.~ constant (« s-orbi§al c~arge density 
at the sulfur nucleus or 1~35 (0)1 j of (S,S) is 
smaller by a factor of =3 than that of S; and 
(i~) The hyperfine tensor of (S,S) appears to be 
isotropic, even though (S,S) is supposedly an 
o.riented molecule. 

In this paper we sh,w that these puzzling 
facts can be explained sl~"ply: The assignment of 
the E -0.37 eV and Fc-0.19 eV (C and D) levels 
to (§,s) pairs is correct, but the relevant 
energy level of the pair has a completely 
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different character from that of isolated s. The 
second S atom drives the first isolated-S deep 
level into the bottom of the band gap or out of 
the gap into the valence band and 
simultaneously pulls • second level down from 
the conduction band into the gap (Fig. 2). The 
first (lower [11]) level we term the totall~ 
antibonding (ungerade) state; the secon 
(higher) level we call the meso-bondinl (gerade) 
state, because it is a "bonding linear 
combination of the "antibonding" deep levels 
[10] of the isolated-S defects. The antibonding 
state is lower in energy for the (S,S) defect 
(contrary. to what one normally finds for 
diatomic moelcules) because each S deep level 
has an antibonding host-like wavefunction 
(rather than a wavefunction similar to atomic 
sulfur's). 

The (S,s)+ level in the gap, predicted using 
the theory described below, is in excellent 
agreement with the datum (Fig. 2) and lies 
higher in energy than isolated-s+, because the 

Ec · Conduction 6ond Ed<Jt 

1.0 

observed pair level is ·derived from the T2 
(p-like) deep resonance of isolated-S (which is 
pulled down into the gap by the second S) and 
not from the A1 (a-like) level of iaolated-S, 
which is driven down toward the valence band by 
the second S atom (Fig. 2). The level-repulsion 
obviously occurring in Fig. 2 is responsible for 
the (S,s)+ deep level lying very close to the S 
deep level [12}. 

The measuied ESR hyperfine constant 
(IAI•38.4xl0- cm-1 {1]) of (S,s)+ is mucy 
different from that of s+ <IAI•l04.2xlo-4cm­
[1J) because the meso-bonding level has a 
different character from the A1 level of s, 
being derived from the pw-like T2 (resonant) 
level of isolated-S. If the hyperfine constant 
of the totally antibonding (lower) level could 
be measured, it would be near that of s+ -- we 
predict it to be only •28% smaller. the observed 
(S,S)+ hyperfine constant is small because the 
meso-bonding state is less localized on the 
defect atoms. We calculate the a-orbital 

1fJfl- T 2 (S) resonance 
I 

I 
I 

I · .. 

(S,x)·· o, ~levels. 
Neoreat· neighbor 
pairs in Si 

· -15 -to -5 o 5 to 
Impurity potential of spectator X, V5 {x}CeV) 

Fig. 2. Predicted energies of dee~ 
a1-symmetric levels associated with (S,X) 
nearest-neighbor substitutional pairs in Si as a 
function of the defect potential Vs{X} of the 
spectatot' impurity x. V8 {X}•O corresponds to an 
isolated-S defect, which has a deep level of A1 
(s-like) symmetry in the gap and a T2 (p-like) 
deep resonance depicted schematically above the 
conduction band edge. (Because we are interested 
primarily in chalcogen pairs, we have assigned 
one-half of the charge to X and one-half to S in 
determining the defect potential (See text). 
Hen~e the isolated-S A1 level

0 
corresponds to 

s+l/~ and lies between the s and s+ levels.] 
Note the excellent agreement between the 
experimental (S,s)+ level (triangle) and the 
theory. The electronic occupancies of the 
one-electron levels of (S,S)+ and s+ are denoted 
by d.rcles. 
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contribution to be 0.33 times as large as that 
for s+ ~ compared with an experimental value 
0.37 times as large. 

The delocalization of the meso--bonding state 
is also responsible for the hyperfine tensor 
being virtually isotropic. We find only 2.2% 
(4.1%) of the deep level charge density is 
contained in each sulfur p (s) orbital which 
leads to an anisotropy of the hyperfine tensor 
too small to have been observed, 

(AI/ - Al)/(A/1 + 2Al) - 0.01.5. 

Tbe predicted energy le.vels and a-orbital 
wave•function coefficients, y 

8
, of all 

substitutional nearest-neighbor pairs of s, Se, 
and Te are given in Table I [13,14]. we hope 
that experimental studies of Si doped with two 
or more chalcogens will test these predictions. 

Recently Ben et al. [15] have shown that the 
hyperfine tensors of deep levels of definite 
sY..etry associated with impurities on a 
specific site depend only on the energy of the 
deep level and vary little for deep levels in 
the band gap of Si. Schirmer and Scheffler [16] 
have produced a beautiful phenomenological 
theory of g~factors for deep levels using 
similar ideas, and find that the , observed 
g-factors do not depend on the character of the 
defect states involved. In pa.rticular, they find 
that the g-factor for (S,s)+ is well-described 
by the same theory as the g-factor for s+, se+, 
and Te +. Thus we wondered if the 
Schirmer-Scheffler hypothesis for g-factors 

TABLE I. Predicted energy levels E (in eV) and 
wave-function coefficients y (r-a.n, see Table I 
of Be£. [13] or Be£. [14]) for (X,Y) 
substitutional paired chalcogen defects in Si. 
Ev and Ec are the valence band and conduction 
band edges of Si. In the theoretical model the 
band gap is Ec-Ev•1.17 eV. _____ ,. ___________________ ... ____ .,. ___________ .. __ 

~eso-bondinl Totall:l_ antibondinl ---- ._ __________ ,. __ .,. _______________ .., ________ ... 
(X,Y) Ec-E r 8 (X) r 8 (Y) E-Ey r 8 (X) Ys(Y) 

----------------------------·----------------
(s,s)+ 0.42 0.20 0.20 0.12 0.30 0.'30 
(S,Se)+ 0.41 0.21 0.20 0.16 0.29 0.30 
( s, Te)+ 0.35 0.17 0.25 0.28 0.32 0.29 
(Se,Se)+ 0.40 0.20 0.20 0.20 0.30 0.30 
(Se,Te)+ 0.33 0.17 0.25 0.31 0.33 0.29 
<te,Ta>+ 0.29 0.21 0.21 0.45 0.32 0.32 
(S,S) O 0.28 0.21 0.21 0.44 Q.32 0.32 
(S,Se)

0 
0.28 0.23 0.21 0.44 0.31 0.32 

(S,Te) 0.24 0.18 0~25 0.53 0.34 0.30 
( Se,Se )0 0.27 0.21 0.21 0.48 Q.32 0.32 
(Se,Te)g 0.23 0.17 0.26 0.55 0.34 0.30 
(Te,Te) 0.20 0.22 0.22 0.65 0.33 0.33 _ ................ __ ... -- ... __ ---- ..... --· ·-·- ·----·-·---- ... -- -·----

by 

might apply · . to the hyperfine j;nteractions as 
well1 that the hyperfine interactiOl\S £or (S;S)+ 
might be . well-described .. by the theory of 
h4perfine interactions for the isolated defects 
s , se+, and Te+. It does not (Fig. 3. [17]), 
presumably because the meso-bonding T2-derived 
wave-function of the (S,s)+ pair is entirely 
different from that of the A1 iaolated-s+ level. 
We also predict· that the hyperfine tensor of 
(Te,Te)+ will be quite different from that of 
Te+ a point needing experimental 
investigation. 

The calculations presented in this paper 
employ the Hjalmarson et al. [10) theory of deep 
levels, the. Vogl et al. [18) · theory of 
electronic structure, the Ren at al. [15) theory 
of hyperfine interactions, and the theory of 
paired defects [12). The details ·of. the 
paired-defect theory can be found elsewhere 
[12,19]. Tbe present work is different in only 
one significant way: the choice of the 
(diagonal) . d!fect potential matrix, in the 
localized spa* basis, at the X-site 
V{X)•(V~{X},VP{X),Vp{X},VP{X},O) for the (S,X) 
pairs. The palr has a mattix V{S} on the 5-site 
and V{X} on the neighboring X-site. V8 {S} for S 
in the (S,S)+ complex is chosen to be the 
average of the values needed

0
to reproduce the 

observed . [7] s+ and S A1-symmetrlc 
isolated-defect levels - and so corresponds to . 
an isolated-S defect With a charge .of +1/2 (so 
that the paired defect will correspond to a 
charge of +1). The p potent~al VP{S} is taken 
from Refs. [10] and [18] in terms of atomic 
energy differences, but is reduced by the same 
empirical factor found here for the a po&ential, · 
0.88. For the neutral center (S,S) , the· 
potential V8 used is that which 5epraduces the 
observed A1-symmetric level of S • V{Se} and 
V{Te} were similarly determined. As a result, 
the total defect potential of a paired defect 
such as (S,s)+ represents a pair with a single 
net positive charge. Other than th;ls 
determination of the defect potential matrix, 
the calculation is as described ·elsewhere 
[12,19], and contains no free parameters. A 
complete discussion of the theory of ·paired 
substitutional defects will be published 
shortly. 

We hope that this work will stimulate 
experiments testing the theory of deep levels 
associated with paired chalcogen impurities in 
Si. 
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0.10 

0.05 
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Fig. 3. The square of the. isotropic part of 
the deep level wave-function (solid line), 
i<A1,0,ll•>l of Ren et al, [15] versus deep 
trap energy relative to the valence band maximum 
for substitutional isolated-chalcogen defects in 
Si. When ~ltiplied by the atomic charge density 
l•n 8 (0)1 , this is proportional to the 
hyp~rfine interaction A, The data for s+, Se+, 
and Te+ [17] obtained using Hartree-Fock charge 
densities are denoted by closed triangles. The 
corresponding wave-functions-squared for (S,s)+, 
(Se,Se}+, and (Te,Te)+ obtained theoretically 
are denoted by an open circle, an open square, 
and an x, respectively. The (S,S)+ datum [1] is 
denoted by a closed circle. 
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The trends in th' deep energy levels of impurities occupying the bond-centered interstitial site in 
Si are predicted. The theory is compared with experiments for boron, and reasonable agreement is 
found for the energy and the wave-function component on the interstitial site; however, some 
disagreement with the data for the B deep-trap wave function's amplitude on the adjacent Si sites 
remains-indicating that the B interstitial may not lie near the bond-centered site as supposed and 
suggesting the need for further study of B in Si. 

In this paper we report calculations of the chemical 
trends of deep energy levels and wave functions associated 
with interstitial impurities at the bond-centered site in Si. 1 

This work complements earlier studies of tetrahedral-site 
interstitials by Sankey and Dow2 and follows the general 
approach to deep impurity levels established by Hjalmar­
son et a/.3 and Vogl et a/.4 

With the notable exception of the work of Weigel,5 pre­
vious studies of interstitial impurities in Si (Refs. 6-8) 
have considered only single impurities without devoting a 
great deal of attention to the relationships of tl1e energy 
levels of one impurity to another. Weigel's systematic 
studies of AI, Si, P, B, C, and N were performed on a 
cluster using extended Hiickel theory.q One disconcerting 
aspect of his results is a silicon band gap of 7.5 eV; more­
over. in the case of substitutional defects, Hiickel theory is 
known to give the T2 (p-like) energy levels below the A 1 
(s-like) levels-contrary to the data. 10 Therefore, we felt 
that it would be appropriate to perform an independent 
study of the chemical trends for the bond-centered inter­
stitial impurities, using a Green's-function approach, 
which yields the correct band gap for Si and the correct 
A 1 • T 2 ordering for substitutional defect levels.3 Our re­
sults confim; the general irends found by Weigel, but pro­
duce a factor-of-5 less variation in the interstitial energy 
levels as on~ goes from Alto P. 

Our calculations follow the general scheme of Sankey 
and Dow2 deveioped for tetrahedral-site interstitials. 
However, we do not iterate our calculations to self­
consistency since we find that most impurities at the 
bond-centered site (in contrast to the tetrahedral intersti­
tial site) P<'('lduce neutral deep levels in the gap. We have 
included only nearest-neighbor interactions between the 
host atoms and the interstitia! atom because the second­
nearest neighbors are more than 2.5 times as distant from 
the interstitial as the nearest-neighbor s:. Lattice relaxa-

tion around the defect is neglected, since we are interested 
primarily in the global chemical trends: the amcunt and 
nature of the lattice distortion around the defect should be 
determined separately for each charge state of each defect. 
Our deep levels are obtained for neutral defects and the 
levels of charged defects are obtained by adding (remov­
ing) an electron to the lowest (highest) Pauli-available lev­
el; thus the Coulombic charge-state -~plittings are zero in 
this model. The resulting theoretical uncertainty in the 
absolute energies of deep levels should be several tenths .,f 
an eV, although the chemical trends in the deep levels 
should be predicted rather well. 

For a zinc-blende lattice, the point group of the bond­
centered interstitial is C3v. The diamond structure of Si is 
a degenerate form of zinc blende in which the "anion" 
and the "cation" are equivalent; the correct point group 
for a bond-centered interstitial in a diamoncllattice is D3d 
and has an extra parity quantum number: gerade and 
ungerade. In this paper we use the C Jv notation 11 and 
also indicate the parity by "g'' (even) or "u" (odd). The 
four sp3 orbitals centered on the interstitial split into an 
A 1,1 s-like orbital, an A 1, 11 p11 - or p 17-like orbital, and a 
doubly degenerate E1 p1r-like orbital. Our calculation 
shows that, for all s- and p-bonded interstitial inipuriti~ 
in Si, only the E1 state may lie in the gar-the A 1,11 state 
lies down in the valence band and the ...: 1,1 state lies well 
up in the conduction band. One can see that the A 1,11 and 
A 1,1 levels are removed from the bap by considering the 
Si-J-Si molecule (See Fig. 1}, where J is the interstitial. 
The two neighboring Si atoms (without J) form two A 1,1 
levels---one a bonding combination of s orbitals and the 
other a bonding combination .-f J-a orbitals. Both of these 
levels lie in the valence band. The interstitial's s orbital 
(of A 1,1 symmetry) cou~les with these two Si A 1•1 k.e!s 
and is repelled upward into the conduction band. Similar­
ly, two A 1, 11 con.:iuction-band len•is are tormed (rom anti-
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FIG. 1. Schematic illustration showing the crossing of the 
A 1,1 and A 1,., interstitial levels as a result of the interstitial-host 
coupling. On!.) A 1 levels are shown. 

bonding combinations of the s and p u orbitals of the 
neighboring two Si atoms. The interstitial's Pu orbital (of 
A 1,11 symmetry) couples with the Si conduction-band A 1, 11 

levels and is repelled downward into the valence band. 
Thus, by being interstitial, the impurity has in effect re­
versed the ordering of its s and p electrons:. the p-like 
A 1,11 isolated-interstitial level lies below the s-like A 1,8 
level when the interstitial and the host are coupled. 

The Ptr orbitals on the neighboring Si are polarized per­
pendicular to the "molecular" axis and linear combina­
tions of these can be constructed with either E11 or E8 
symmetry, with respect to the bond-centered site. The 
interstitial's Ptr orbital couples with the Si p .. -like E8 lev­
els and gives rise to the E8 level which falls in the gap. 
<Eu levels are unaffected by the interstitial atom and 
remain in the bands.) 

Our predictions for the £ 8 -symmetric (p11,8-Iike) deep 
levels at the bond-centered interstitial site in Si are given 
in Fig. 2, and show similar chemical trends to those found 
for AI, Si, B, P, C, and N by Weigel: (from highest to 
lowest) Hg, Cd, and Zn (resonances in the conduction 
band), Be, Tl, In, Ga, AI, Pb, Sn, Ge, Si, B, Bi, Sb, Po, Te, 
As, At, P, Se, I, C, S, and Br (in the gap), with Cl, N, 0, 
and F giving levels in the valence band. · 

In our model for interstitials in Si, Al is only 0.86 eV 
above C, in contrast to Weigel's result which places AI 
more than 4 eV higher than C. The deep levels of sym­
metries other than E8 , namely, A 1,u and A 1,8 , all lie well 
outside the gap for all interstitials. 

The natural occupation of the E8 deep level is zero elec­
trons for group-II impurities, one electron for group-III, 
two electrons for group-IV, three electrons for group-V, 
and four electrons for group-VI impurities. Thus the neu­
tral defects of Pb, Sn, Ge, Si, and C at tl::e bond-centered 
site produce a one-electron level occupied by two elec­
trons. Bi, Sb, As, and P have three electrons in the E lev­
el; nitrogen produces a valence-band resonance occupied 
initially by three electrons and one hole in this model, and 
so donates the hole to the top of the valence band, form­
ing a shallow acceptor (provided the extra Coulomb repul-

Ecr-------------------~~~,-----. 
Zn,Cd,HQ 

Ev _
4 -2 0 2 4 

p-ORBITAL ENERGY (eV) 

FIG. 2. Bound-state energies of deep levels associated with 
bond-centered interstitials as a function of the p-orbital energy 
in the solid of the impurity. The zero of energy for the deep lev­
els is the valence-band maximum; the zero of p-orbital energy is 
the value for Si. The predicted energy levels for the various s­
and p-bonded impurities are indicated on the curve. The differ· 
ences in p-orbital energies "in the solid" were obtained from the 
empirical rule of 0.6 times the difference of atomic p-orbital en­
ergies (Ref. 4). 

sion energy of the fourth electron does not restore the N­
deep level to the gap). Po, Te, Se, S, and 0 have four elec­
trons in the deep level. At, I, Br, Cl, and F fill the deep 
level with four electrons and pro•hice a shallow donor 
electron near the conduction-band edge as well. Beryllium 
yields an empty electron trap, whereas Hg, Cd, and Zn 
yield an empty deep resonance above the conduction-band 
edge. Of course it is not known which, if any, of these 
impurities are. metastable or stable at the bond-centered 
interstitial site. (Partially occupied E levels are Jahn­
Teller unstable.) Moreover, these predictions of absolute 
level positions may be in error by -0.5 eV, and should be 
interpreted with this large uncertainty in mind. 

Watkins1 has studied the neutral B0 interstitial 
thoroughly and has proposed three different models of the 
interstitial geometry-one model is the bond-centered in­
terstitial with a significant distortion from the bond­
centered site. We predict a level position of Ec -0.39 eV 
for B0 undistorted from the bond-centered site in remark­
ably good agreement with ·the experimental estimate of 
Ec -0.15 (Ref. 1) to -0.13 eV (Ref. 12), where Ec is the 
energy of the conduction-band edge. 

We have also calculated the spin-resonance hyperfine 
parameters a1 and b1 (Ref. 13) and the wave-function 
coefficients a1, {3i, and TJJ discussed by Watkins.1 Our re­
sults for undistorted B0 are compared with his experimen­
tal results in Table I. Because our theoretical B0 is not 
distorted from the bond-centered interstitial site, we have 
ai =0 for the theory (the £8 -symmetric state is purely P11 

like), and no distinction between what Watkins terms Si I 
and Si2. The agreement between theory and data is good, 
but not excellent: the theory places 25% of the charge on 
the B atom, versus 33% experimentally, tl,is is reasonable 
agreement considering the simplicit: of thr theory and the 
fact that we have not allowed our B to relax from the 
bond-centered site. At this point, it would appear tl:at the 
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TABLE 1. Energy (in eV} and amplitud~ of the E 1 state 
deep-level wave function fiJ on the B interstitial and its neigh­
bors Sil ar.d Si::!, and the relative amplitudes of the s and p orbi­
tals, a1 and 131, respectively. Since the theory considers the 
undistorted bond-centered site, the s-ci'bital contribution a1 is 
zeto on all three sites (for E1 symmetry), and the amplitudes on 
the two silicon atoms are the same. 

Theory 
Exper:ment 

Amplitudes: 

B. Theory 
Experiment• 

Sil Theory 
Experiment• · 

Si2 Theory 

"Reference 1. 
bReference 12. 

Experiment& 

Energy 

aJ 

0.0 
0.17 

o.o 
0.37 

0.0 
0.14 

Ec-0.39 
Ec -0.15," Ec -0.131! 

fJJ fiJ 

1.0 o.so 
0.98 0.57 

1.0 o.os 
0.93 0.39 

t.O 0.05 
0.99 0.44 

theory is in satisfactory agreement with the data and that 
the assignment ofB to a bond-centered site, or one slight· 
ly distorted from it, is reasonable. 

However, the theory predicts that only 0.3% (see Fig. 3) 
of the .SO deep level's charge should be found on each of 
the adjacent Si sites, whereas experiment finds over an or­
der of magnitude more, 15-19% for 711 (see Table I). 
Such a discrepancy is alarming, because this basic model · 
has successfully obtained the observed wave-function am­
plitudes for deep levels associated with substitutional s+, 
se+, and Te+ in Si (Ref. 14) and All+ at the tetrahedral 
interstitial site in Si.2 We have examined the theory and 
tried different tight-binding host Hamiltonians15 to deter­
mine if this result is an artifact of the specific model we 
have chosen. We do not believe that it is. We conclude, 
in agreement with earlier work, 16 that the observed large 
charge density on the adjacent Si atoms is associated with 
the fact that the neutral B defect is not on the bond­
centered interstitial site-either because the lattice has dis­
torted somewhat (as is known to be the case) or because 
the assignment of the bond-centered site as the parent site 
is incorrect. However, considerable distortion may be 
necessary to cause 15% of the deep trap's charge to reside 
on each of the adjacent Si atoms. Hence, the present cal­
culations indicate a need for a thorough theoretical study 
of the configuration coordinates of B in Si, and the depen­
dence of the interstitial B deep level and wave function on 
the position of the B atom in the unit cell. 

It is interesting to note that the theoretical B0 deep level 
is almost nonbonding with its neighboring Si atoms-an 

·effect noted for interstitials on tetrahedral sites as well.2 

Perhaps this nonbonding character, combined with the re­
versal of ordering of s and p electrons discussed above, 
makes B especially vulnerable to lattice distortion and 
may play · a role in its becoming a .. negative- U" 
center.l.t2,17 
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FIG. 3. Amplitudes of the E1-symmetric wave function on 
the interstitial site (solid line) and on one of the neighboring sil­
icon atom sites (dashed line) as a function of the deep-level.ener­
gy E in the Si band gap. The arrow indicates the predicted en­
ergy· position of the B0 interstitial. The 50lid triangles are the 
B0-interstitial data (Ref. ll for the wave-function amplitudes on 
the two nearest-neighbor Si atoms, and the open triangle 
represents the data for the 8 sit~.: .:~mplitude. The relative signs 
of the amplitudes cannot be determined experimentally, but 
have all been taken to be positive for deep levels near the 
conduction-band edge. 
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APPENDIX 
. . 

We briefly describe the calculation of bound energy lev­
els of an interstitial at the bond-centered site. This calcu­
lation follows the same general procedure described · in 
more detail by Sankey and · Dow2 for the case of 
tetrehedral-site interstitials. 

The Hamiltonian of the host crystal plus the interstitial, 
in a localized-orbital basis, is given by 

[
Ho W l 

H= wt HI , (AI) 

where H 0 is the Si perfect-crystal Hamiltonian, H 1 is the 
Hamiltonian of the uncoupled interstitial, and W couples 
the interstitial atom with the host crystal. H 0 is taken to 
be the empirical lONX ION sp 3s• tight-binding matrix of 
Vogl et a/.,4 where N is the number of unit cells. The 
Hamiltonian of the interstitial atom H 1 in an sp J basis is 
a diagonal 4X4 matrix with matrix elements E1 , E1 , E1 , 

and E1-the s and p orbital energies. Only nearest­
ndghbor interactions with the interstitial are included in 
the calculation, so the only nonzero submatrix involving 
the interstitial is 12X 12 <four orbitals on the interstitial 
and on each of its two nc:ighbors). The elements of Ware 
taken to be the corresponding elements of the perfect· 
crystal tight-binding Hamiltonian,4 scaled with distance 
according to Harrison's111 d -l rule, where d is the 
interstitial-host bondlength. 



. .. 
DEEP LEVELS ASSOCIATED WITH IMPURITIES ..• IN Si 2073 

The interstitial energy levels are given by 

det[ 1-G~r<EW ]=0 , (A2) 

where G~cCE)=(E -Hrerl- 1 is the Green's function for a 
(reference) Si interstitial coupled to the host crystal. H ref 

is the Hamiltonian of Eq. (A 1) with a Si atom in the inter­
stitial position and V is the difference bet•.•;·~n the actual 
interstitial Hamiltonian and the reference: H =H~r+ V. 
The numerical values u.sed for the on-site matrix elements 
of the reference interstitial are listed in Table II.19 

In the case of a bond-centered interstitial in Si, the in­
terstitial occupies a site of D3d symmetry. Thus there will 
be eigenstates of A 1, 11 symmetry, of A 1,1 symmetry, and 
of twofold-degenerate E, symmetry. The symmetrized 
on-site basis functions of the interstitial are 

and 

I A 1,1 ) = I s(J)) , 

I At, .. >= IP.r(J))' 

IE,,x)= IPx(J)) • 

I E,.y) = IPy(J)) ' (A3) 

where the z axis is defined to lie along the Si-J-Si axis, 
arid the atom is indicated in the parentheses. 

The determinantal equation (A2) reduces to a set of 
equations of the Koster-Slater type:20 

(A4) 

where I A.) is one of the basis states listed above in Eq. 
(A3). The diagonal elements of the reference Green's 
function are given by 

(A. l GreeCE> I A.) =[E-0: H~rl A.) -:I ... <E>]- 1
, (AS) 

where we have 
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I. Introduction 

In the bulk of.a tetrahedral semiconductor, a single substitutional s-p ..... 

bonded impurity or vacancy will ordinarily produce four "deep" levels with 

energies near the fundamental band gap: one s-like (A1) and three p-like (T2) 

[lj. These deep levels may lie within the fundamental band gap, in which case 

they are conventional d~ep levels, or they may lie within either the 

conduction or the valence band as "deep resonances." A sheet of N vacancies 

will produce 4N such deep levels -- namely, the intrinsic surface state energy 

bands, which may or may not overlap the fundamental gap (to a good 

approximation, insertion of a sheet of vacancies is equivalent to creating a 

surface). 

Intrinsic surface states have common underlying physics with deep 

impurities because they too result from localized perturbations of a 

semiconductor [2], and so their energies can be relatively easily predicted by 

extending to surfaces ideas developed by Hjalmarson, Vogl, Wolford, et al. [1] 

for the deep impurity problem. This has been done by several authors 

[3] [.4] [5] [6] [7] [8] [9] [10][ lll [12], 

[13] [14] [l5] [16] [17]. 

Most notably by Allen and co-workers 

Extrinsic and native-defect surface states also are governed by similar 

physics, and are esj)ecially interesting in the light of the Schottky barrier 

problem: Bardeen showed that modest densities of surface states on a 

semiconductor can "pin" the Fermi level [ 18], forming a Schottky barrier. The 

bulk Fermi energies of the semiconductor, the metal, and the semiconductor 

sutface must align (Fig. 1). If the semiconductor is heavily doped n-type, the 

surface Fermi energy is the lowest empty surface state. The bands bend to 
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accomodate this alignment of Fermi levels, forming the Schottky ba.rrier •. Thus 

the Schottky barrier height is the binding energy of the lo'West naturally 

empty surface 
,-. 

state, relative to the conduction band edge. In 1976 Spicer et 

al. proposed that the Bardeen surface s~ates responsible for pinning the Fermi 

energy are due to native defects {18][19] [20][21][22]. 

Surface core excitons are similar to surface defect states, as can be 

seen by using the optical alchemy approximation [23] or the Z+l rule [24]. 

Consider core excitation of a Ga atom at the surface of GaAs; the radius of 

the core hole is sufficiently small that the hole can be assumed to have zero 

r~1dius (i.e., the hole is equivalent to an extra proton in the nucleus). Thus 

the core-excited electron feels the potential of an atom whose atomic charge Z 

is greater than that of Ga by unity, namely Ge. Thus the Ga core exciton 

spectrum is approximately the same as the spectrum of a Ge impurity on a Ga 

site. Hence the core exciton states in semicondutors can be either "shallow" 

(Wannier-Mott excitons) or "deep" (Hjalmarson-Frenkel excitons), as is the 

case for impurity states. The deep Hjalmarson-Frenkel excitons are similar to 

the surface deep levels associated with impurities. 

In this paper. we show that the physics of deep impurity levels, 

intrinsic surface states, surface impurity states, Schottky barriers, and 

Hjalmarson-Frenkel core excitons are all similar. 

II. Deep impurity levels at the surface: 

Schottky barriers and Fermi-level pinning 
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The basic physics of moat Schottky barriers can be explained in terms of 

the Fli'rmi-level pinning idea of Bardeen [ 18]. Stated in a slightly 

oversimplified form for a degenerately doped semiconductor at zero 

temperature, the Fermi energies of the .IDE!tal, the bulk semiconductor, and the 

semiconductor surface all align iri electronic equilibrium. For an n-type 

seoiconductor with a distribution of electronic states at the surface, the 

Fermi level oi the neutral surface is the energy of the lowest states that is 

not fully occupied by electrons. Electrons diffuse, causing band-bending near 

the semiconductor surface, until the surface Fermi energy aligns with the 

Fermi l•?vels of the bulk semiconductor and the tlletal. This results in the 

forr.ilrion of a potential barrier betweeen the semiconductor and the r;,.etal, the 

Schottky barrier (Fig. 1). For an n-type semiconductor, the Schottky barrier 

height is essentially the energy separation between the surface state that is 

the Fermi level and che conduction band edge. For a p-type semiconductor, the 

barrier height is the energy of the highest occupied electronic state of the 

neutral surface, relative to the valence band maximum. Thus the problem oi 

determining Schottky barrier heights is reduced to obtaining the energy levels 

of the surface states responsible for the Fermi-level pinning. 

In his original article, Bardeen focussed his attention on intrinsic 

semiconductor surf ace states as the most likely candidates for Fermi-level 

pinning. But he also pointed out that deep levels in· the gap __ . associated with 

impurities or native surface defects could also be respop.sible for the 

phenomenon. 
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Following Bardeen's work, a major advance occurred as a result of the 

experiments of Mead and Spitzer [25] who determined the Schottky barrier 

heights of ~3ny semiconductors, both n-type and p-type. Most of those old data 

have been confirmed by modern measu~ements taken under much more favor,1ble 

experimental conditions. 

However, after this work, the Schottky barrier problem was wtdely 

regarded as understood [26] in terms of concepts quite different from 

Fermi-level pinning. 

In recent years Spicer and co-workers have revived the Fermi-level 

pinning model a•ld have argued that the pinning is accomplished by native 

defects at or near the surface. ·Their picture is that during the deposition of 

the metal ~ative defects are created at or near the semiconductor/metal 

interface, and that these semiconductor surface defects produce,deep levels in 

the band gap that are responsible for Fermi-level pinning. 

Spicer's vie~point has been contested by Brillson and co-workers {271, 

who have emphasized the importance of chemical reactivity on barrier height. 

The Brillson viewpoint gains support from the observation of well-defined 

chemical trends in the variation of barrier height with the heat of reaction 

of the metal/semiconductor interface, as shown for n-InP by Williams et· al. 

[28][29][30] (Fig. 2). (We believe that the Spicer a~d Brillson·viewpoints can 

be reconciled.) 

Daw, Smith, Swarts, and McGill [31] have proposed that free surface 

vacancies account for some of the observed Schottky barrier heights in III-V 

semiconductors. Allen and co-workers have argued that antisite defects 
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[32](33][34]"[35][36] "sheltered" [37] at the surface pin the Fermi energy for 

most Schottky barriers between III-V semiconductors and non-reactive metals, 

but that vacancies become the dominant pinning defect when the metal is 

reactive [36}. Thus the Hrillson reacti":'i ty picture can be unified with the 

Spicer Fermi-level pinning picture: the chemical reaction merely changes th~ 

dominant pinning defect. TI1e experimental results of Mead and Spitzer [25], 

Wieder [38][39J:4oj, \.."illiams [28][29][30], M"Onch [41][42][43][44][45], thej.r 

co-workers, and many others support this general viewpoint. 

r-toreover, the connection between the Schottky barriers formed at Si 

interfaces with transit ion metal silicides and the barriers between III-\! 

semiconductors·and metals appears to be provided by the recent work of Sankey 

et al. [ 46 J: · Fermi-level pinning can account for the silicide data as well. 

Thus a single unifying picture of Schottky barrier heights in 111-V and 

homopolar semiconductors appears to be emerging. And although this Fermi-level 

pinning picture is ~o doubt oversimplified, it does provide a simple 

explanation of the first-order physics determining Schottky barrier heights, 

and how the physics changes when the dominant defect switches as a result of 

chemical reactivity. 

It appears unlikely, however, that the Fermi-level pinntng mechanism of 

Schottky barrier formation is universal. Layered semiconductors appear not to 

exhibit Fermi-level pinning, but rather seem to obey the original Schottky 

model (30]. This is probably because the layered semiconductors' surfaces are 

relatively impervious to defects and do not have defect levels in the band 

gap. 
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The Fermi-level pinning mechanism of Schottky barrier formation has t.be 

most. advocates for II I-V semiconductors such as Ga.As and InP. However, e.ven 

for these materials th~re are other proposed mechanisms for Schottky barrier 

formation, most notably those of Freeouf 147] and Ludecke [48]. 

Studies of Si, especi.ally.Si/transition-metal silicide interfaces, have 

focussed on the role of the· silicide in Schottky barrier formation [49], in 

contrast to the studies of Ili-V's. Thus, prior to the recent work of Sankey 

et al., [46], it '"as widely believed that Fermi-level . pinning .was not 

responsible for the Schottky barrier at these silicide interfaces. 

Thus. the present state of the field is that Fermi-level piruting has its 

advocates for some semiconductors, but. is not generally accepted as a 

universal mechanism of Schottky barrier formation, especially. at 

51/transition-metal silicide interfaces. 

A central point of this paper is the Fermi-level pinning· can · explain an 

enormously wide range of phenomena relevant to Schottky barrier formation in 

III-V semiconductors and in Si -- which no other existing model can do. In 

fact,. the authors believe that Fermi-level pinning by nati.ve defects is 
I 

responsible for the Schottky barrier formation in III-V semiconductors and in 

Si. 

Our approach to the proble:n is simple: we calculate ·deep levels ·of 

defects at surfaces and interfaces, and we use these calculations to interpret 

existing data in terms of the Fermi-level pinning model •. To illustrate our 

approach,· we first consider the 51/transition-metal silicide interface and 

Fermi-level pinning by dangling bonds, as suggested by Sankey et al. [46]. 
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a) Si/t.ransition-metal silicide Schottky barriers 

A successful t.heory of 51/transition-metal silicide Schottky barrier 

heights must answer the following questions: (1) How are the Schottky barrier 

heights at Si/transition-metal silicide interfaces related to those at 

interfaces of II I-V semic-mductors with metals and oxides? (2) Why is it that 

Schottky barrier heights of Si with different transition metals do not differ 

by -1 eV, since changes of silicide electronic structure on this scale are 

kno·.m to occur [SO]? ( 3) ~/hat is the explanation of the weak chemical trends 

that occur on a -o.l eV scale [SO]? (4) h~Y are the Schottky barrier heights 

of silicides with completely different stoichiometries, such as Ni 2Si, NiSi, 

and NiSi 2 all equal to within -o.u3 eV? (5) I.Jhy are the Schottky barrier 

heights virtually independent of the silicide crystal structure? (6) \-.'hy is it 

that barriers for;4 with less than a monolayer of silicide cover<:'..ge? (7) Why do 

the Schottky barrier heights for n- and p-Si very nearly add up to the band 

gap of Si? (8) \·lhat role do the d-electrons of tl1e transition metal p!.ay in 

Schottky barrier formation? 

The answers to all of these questions are simple and straightforward, if 

one proposes (as Sankey et al. [46] have done) that the 51/transition-metal 

silicide Schottky barriers are a result of Fermi-level pinning by Si dangling 

bonds at the Si/trunsition-metal silicide interface. (1) The F.armi-level 

pinning idea unifies the 51/transition-metal silicide Schottky barriers with 

those found for the III-V's. (2) The Schottky barrier heights' independence of 

the transition-metal silicide comes from the fact that the causative agent, 

the Si dangling bond, is associated with the Si, and not with the silicide of 

transition metal. (3) The weak chemical trends in barrier heights occur . 
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because the . different transition-metal silicides repel the si dangling bond 
~ . . . . 

wavefunction somewhat differently, causing it to ·lie Glightly m~re or less in 

the Si. (4,5) Th~ · Schottky barrier heights vary very little with silicide 

stoichiometry and silicide.· crystal structure bt:cause the . Si dangling-bond 
. : . 

level is "deep-level pinned 11 in the sense of Rjalmarson et al •. [ 1]: a large 

change in de.fect potential produces only a ::~mall change in· the deep level 

responsible· for Fermi-level pinnin:g. The transition metal atoms act as inert 

encapsulant& with the electronic properties of vacancies, because their energy 

levels are out of resonance with the Si. (6) Sub-monolayer barrier formation 

occurs because the Si dangling-bond defect responsible for ·the .Fermi-level 

pinning is a localized· defect that fcrms (lefore a full interface is formed. 

{7) The Schottky barrier heights for n-Si. and p-Si add up to the band gap 

because (in a one-electron approximation) the pinning level associated with 

the r.eutral Si dangling-bond at the interface is occupied by one electron, and 

so can accept either an electron or a hole: it is the surface Fermi level for 

both electrons and holes both the lowest partially empty state and the 

highest partially filled state.; (8) The d.;..elect.rons of the transition metal 

atoms play no essential role in the transit ion-metal silicide Schottky barrier 

formation, except to determine the occupancy of the Si dangling bond deep 

level; they are out of resonance with the Si at the· interface~ 

The. physics of the Si dangling-bond, Fermt-lE!vel pinnin:g mechanism· is 

contained in the very stmple model presented·. by Sankey et al. [ 46]: to a good 

approximation,. a Si dangling-bond at a 51/transition-metal silicide. interface 

is the same as a vacancy in bulk Si with three of its four neighbors replaced 

by transition-metal atoms. To illustrate this physics, consider first a 

vacancy in bulk Si. This defect produces four deep levels near the band gap: a 
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non-degenerate A1 or s-like level deep in the valence band (a "deep 

resonance 11
) and a three-fold degenerate T2 level in the band gap. The Si 

dangling bond defect at a 51/transition-metal silicide interface differs for 

the bulk Si vacancy in two ways: (~)'some of the nearest-neighbors of the 

interfacial vacancy are transition-metal atoms rather than Si atoms; and (2) 

more distant neighbors are also different atoms at different positions -- but 

the experimental fact that Schottky barriers form at submonolayer coverages 

suggests that these differences in remote atoms are unimportant. Thus we can 

ioagine constructing the J:o'ermi-level pinning defect by slowly changing so:ne of 

the Si atoms adjac(;nt to a bulk Si vacancy into transition-metal atoms (Fig. 

3). 

To be specific we consider a Si/NiSi2 interface, "With a missing Si-bridge 

atom. Thus (Fig. 4) the Si bond dangles into the vacancy left by the removal 

of the Si bridge atom; this vacancy is surrounded by one Si atom and three Ni 

atoms. 

How are the Ni atoms different from Si? First, their s and p orbital 

energies lie well above those of Si. Second, they each have an additional d 

orbital, with an energy that lies well below the Si s and p orbital energies 

(and is not terribly relevant here). The very positive Ni s and p energies act 

as a repulsive potential barrier to electrons, repelling the Si dangling bond 

electron from their vicinity in the silicide and forcing it to reside almost 

exclusively in the Si. 
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The effect of this positive potential barrier due to the Ni-Si 

difference, as it is turned on slowly in our imagination, is to drive the 

levels of the bulk ··vacancy upward in energy. In fact, for Ni, the potential is 

sufficiently positive to drive the T2·bulk-Si vacancy level out of the eap 

into the conduction band. At the same time, the A1 deep resonance of the Si 

bulk vacancy is also driven upward. For sufficiently large and positive 

potential, it pops into the fundamental band gap. 

The A1-derived level cannot be driven all of the way through the gap by 

the potential though, because an (approximate) level-crossing theorem prevents 

this. A simple way to see that there is an upper bound within the gap for the 
.. 

perturbed A1 level is to consider a paired-defect of a vacancy v51 with a 

neighboring atom X. If the atom X is Si, then the defect levels are the A1 

(s-like) valence band resonance and T2 (p-lik~) band gap deep level of the 

bulk Si vacancy. A1 and T2 are not good irreducible representation labels of 

the (V5pX) pair however; the A1 level becomes a-bonded and the T2 level 

produces one o-bonded and t...:o tt-bonded orbital, with the a-bond o;:-iented along 

the Vsi ,X axis and with the 1t bonds perpendicular to it. Thus the unperturbed 

(X-Si) a levels of the (VspX) pair are the A1 and T2 bulk Si vacancy levels •. 

The interlacing or no-crossing theorem [51] states that a perturbation cannot 

move a level further than the distance to the nearest unperturbed le\·el. (It 

applies only approximately here.) Hence no matter how electroposi .. tive X is, 

the {VspX) level derived from the Si vacancy A1 level cannot lie above the Si 

vacancy T2 level. These considerations for general (VSi ,X) pairs hold for the 

specific case of (V51 ,Ni) pairs, and carry over to the dangling bond defect at 

the 51/transition-metal silicide interface, which is a vacancy surrounded by 

three Ni atoms and one Si. Thus the dangling-bond A1 deep level· is 11<L·cp-level 
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pinned" (as' distinct from Fermi-level pinned) in the sense of Hjalmarson et 

al. (1], and is insensitive to even major changes in the nearby 

transition-metal a~oms. To a good approximation, the nearby transition-metal 

atoms have the same effect as vacancie~ '(which can be simulated [52] by 

letting the orbital energies of the transition-metal atoms approach ~. 

thereby decoupling the atoms from the semiconductor). 

Thus the work of Sankey et aL. [46] not only provides an explanation of 

the 51/transition-metal silicide Schottky barriers, it explains why 

calculations for defects at a free surface often can provide a very good 

description of the physics of Schottky barriers: the defects at interfaces are 

"sheltered11 
· [37] or encapsulated by vacancies or by metal atoms that have 

orbital energies out of resonance w~th the semiconductor atoms; because of the 

deep-level pinning, the free-surface defects (which can be thought of as 

encapsulated by vacancies) have almost the same energies as the actual 

interfacial defects. 

b) III-V Schottky barriers 

The Fermi-level pinning story for 51/transition-metal silicides holds for 

Schottky barriers formed on III-V semiconductors as well. Here we summarize 

.the main predictions of the theory. 

The basic approach of the theory was to calculate the energy levels in 

the band gap of thirty s- and p-bonded substitutional point defects at the 

relaxed [53] (110) surfaces of III-V semiconductors. With these results in 

hand, Allen et al. examined Schottky barrier data in the context of 

Fermi-level pinning and eliminated from consideration all defects that 
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produced levels considerably farther than -o.s eV (the theoretical 

uncertainty) from the observed pinning levels. Interstitial defe~ts were not 

considered; they 'nave less of a tendency [54] to exhibit the deep-level 

pinning that is responsible for the experimental fact that different metals 

produce similar Schottky barrier heights. ~breover, extended defects were not 

considered initially, because it is known that paired-defect spectra are 

intimately related to and similar to isolated isolated-defect spectra [55]. (A 

more complete theory of Fermi-level pinning by paired defects, especially in 

GaSb where· vacancy-antisite pairs are important, is in preparation.) 

For clean set:iconductors, the native substitutional defects potentially 

responsible for the commonly observed Fermi-level pinning are vacancies and 

antisite defects (anions on cation sites or cations on anion sites). 

In GaAs, the defects proposed by Allen et al. [32] as responsible for 

Fermi-level pinning and Schottky barrier formation are the antisite defects. 

The cation-on-the-As-site defect accounts for trends with alloy composition of 

the Schottky barrier heights of n-type In1_xGaxAs and Ga 1_YA!YAs alloys (Fig. 

5). The Fermi-level pinning of p-InAs [56], which shows quite different alloy 

dependences [57], is also explained. 

This picture of Fermi-level pinning has been confirmed recently by Konch 

and associates, who annealed Schottky barriers and showed that the Fermi-::level 

pinning disappeared at the same temperature that the bulk (and presumably also 

the surface) antisite defect is known to anne~l [58). 
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InP ia an even more interesting material, because its Schottky barrier 

appears to depend on the heat of reaction of the interface [28][29][30]. Thia 

can be readily expi'iined [36] however in terms of switching of the dominant 

Fermi-level pinning defect from an antisite defect for non-reactive metals to 

a vacancy for reactive metals (Fig~ 2). 

Moreover, surface treatments are known to alter the Schottky barrier 

height of n-InP, in a manner that can be easily understood in terms of the 

theory [36]: Surface treatments with Sn or S produce shallow donor levels 

associated with Snrn or Sp at the surface, and these levels pin the surface 

Fermi energy for contacts between n-InP and the non-reactive noble / metals. 

Likewise 0 and a treatments lead to reactions with P that leave P-vacancies, 

so that the surface Fermi-level of treated n-InP interfaced with non-reactive 

metals lies near the conduction band edge as though the metals were 

reactive. 

Thus. the Fer:ni-level pinning idea ap.pears to provide a simple and 

unifying understanding of a wide variety of Schottky barrier data in the 

common semiconductors. 

III. Intrinsic surface states 

The calculations of surface defect levels for the Schottky barrier 

problem can be checked by simultaneously evaluating surface state energies· and 

comparing them with the considerable body of available data. The theory 

underlying surface state calculations is basically the same as that for bulk 

point defects or surface defects. It is quite simple, and requires only (I) 

the well-established empirical tight-binding Hamiltonia~ of the semiconductor 
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[59] (the matrix elements of the Hamiltonian exhibit manifest chemical trends 

from one semiconductor to another), and (2) knowledge of the positions of the 

atoms at the surfac~. Thus a reliable treatment of the surface states of a 

semiconductor requires an adequate model of th~ geometrical structure of the 

surface. At present, no semiconductor Rurface structures are beyond 

controversy [60], but two seem to be rather well accepted;. the (110) surface 

structure of II I-V and II-VI semiconductors with the zincblende 

[53] [60[62] [63], and the (1010) surface structure of II-VI semiconductors 

·with the wurtzite structure [62]. In particular, (110) zincblende ·surfaces are 

characterized by an outward, alr.nst-rigid-rotation relaxation of the anion 

(e.g., As in GaAs), with the bond between surface anion and surface cation 

rotating through about 27° (III-V's) or 33° (II-VI's), and with small bond 

length changes and subsurface relaxations. 

a) (110) surfaces of III-V and II-VI zincblende semiconductors 

During the past five years, a number of grm .. ps have reported experimental 

and theoretical studies of intrinsic surface states at (110) zincblende 

surfaces [3] [41 [5] [6] [71 [8] [9] [ 10] [11] [12][13] [14] [15] [16] [17][18] 

[64][65][66][67][68][69][70][71][72]{73]. In Fig. 6, we show the most recent 

calculation for the dispersion curves E(lt) at the GaAs (110) surface [ 14], 

together with the measured surface ~.tate energies fo Williams, Smith, and 

Lapeyre [65] and of Huijser, van Laar, and van Rooy [66]. The calculation 

employs the ten-band sp3s* empirical tight-binding model of Vogl et al. [59]. 

The agreement between theory and experiment is excellent. For example, along 

the symmetry lines ~'H and R~ (i.e., the boundary of the surface Brillouin 

zone), the uppermost branch of observed states appears to be explained by A5 '. 
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the next branch by the overlapping resonances A4 and A2
1

, and the three lower 

branches by A1', A3, and c2• Here "A" and "C" refer to states localized 

primarily on anion~and cation sites, respectively. A detailed comparison with 

previous theoretical studies of the GaA~ (110) surface is given in Ref. [14]. 

The primary additional features are (i) the states A1 through A5 and c1 

through c4 (in the notation of Ref. [7]) were located as bound states or 

resonances at all planar wavevector K along the symmetry lines of the surface 

Brillouin zone, and (ii) two "new" resonances, A1 ' and A2 ' were found. (The 

branch A , 
1 was reported in Refs. [5] and [ 74] ' but not in the other 

theoretical studies. The branch Az' had not been previously reported.) The 

discovery of this additional resonant structure is apparently due to an 

improved technique for calculating bound states and resonances the 

"effective Hamiltonian" technique [14]. 

In Fig. 7, the theoretical dispersion curves of Beres et al. [14] are 

shown for the (110) surface of ZnSe, together with the measured surface state 

energies reported by Ebina et al. [11]. Again, the agreement between theory 

and experiment is quite satisfactory, being a few tenths of an eV near the 

band gap, and larger for more distant states. Some apparent discrepancies [ 111 

between experiment and previous theory were found to be reso). ·1ed by a more 

complete treatment of the resonances, using the approach described above. 

Surface state dispersion relations have also been calculated for GaP, 

GaSb, InP, InA5, lnSb, MP, M.As, AtSb, and ZnTe (14][15][16][17]. In none of 

the direct-gap materials were intrinsic surface states found within the band 

gap. GaP, however, was found to have a band of unoccupied surface states that 

overlaps the fundamental band gap and extends below the bulk conduction band 
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edge. This ·is in accord with the experimental facts: of these semiconductors 

only GaP has surface states in the gap [181[69][70] [71][72]. Of the remaining 

indirect-gap materials, the theory indicates that intrinsic surface states may 

be observable near the top of the band gap in the indirect-gap At-V compounds 

[16], although the theory is not sufficiently accural~ to predict 

unequivocally that the states will lie within the gap. 

b) Si (100) (2x1) intrinsic surface states 

After many years of intensive study by numerous groups, there is still 

controversy over the geometricel structures of the most thoroughly studied 

se~iconductor surfaces: Si (100) (2x1) and 51 (111) (2xl). For example, four 

groups have recently given arguments for antiferromagnetic ordering of Si 

(111) surfaces [751, whereas Pandey he.s proposed replacing the conventional 

buckling model [76] [77] [78] of Si (111) (2xl) by a (110)-like chain model 

[ 79] • 

In the case of Si (100), arguments have recently been presented 

[80] [81] [82] against the (2x 1) asymmetric dimer model of Chadi [83]. (In the 

asymmetric dimer model, adjacent rows of surface atoms dimerize, forming a 

pattern of paired atomic rows on the surface.) The most ·telling of these 

arguments involves the apparent disagreement between angle-resolved 

photoemission measurements of the surface-state dispersion curves [64][65] and 

theoretical calculations of these dispersion curves with conventional models 

of the electronic structure as applieJ to the asymmetric dimer geometry 

[ 83] { 84]. 
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Very recently, two new calculations have been performed independently 

with improved models of tbe electronic structure [85] [ 86]. The same conclusion 

was reached in both~of these studies: the electronic structure calculated for 

the asymmetric dimer model is in agr~ement with the measurements. This is 

illustrated in Fig. 8 (taken from Ref. [ 48]), where both the theoretical band 

width of 0.65 eV and the detailed variation with the planar wavevector k are 

seen to be in excellent agreement with the experimental dispersion curves. In 

addition, there is quite satisfactory agreement between the theoretical 

surface band gaps and the 0.6 eV gap n~asured by M~nch et al. [87]. 

IV. Surface core exciton states 

. The same calculations that predict native-defect surface deep levels for 

the Schottky barrier problem also yield surface core exciton energies, because 

the optical alchemy or Z+l rule states that the Hjalmarson-Frenkel core 

exciton energies are the energies of "impuritiesn that are imr;:;ediately to the 

right in the Periodic Table of the core-e~{Cited atom {23} {24]. Thus 

core-excited Ga produces a "Ge defect" and core-excited In yields "Sn.*' 

In Figs. 9 and 10, the theoretical exciton energies for the (110) 

surfaces of the Ga-V and In-V compounds are compared with experiment (88]. 

Notice that the experimental and theoretical exciton levels for InAs and InSb 

lie above the conduction band edge, as resonances rather than as bound states. 

In the present theory this result has a simple physical interpretation: Like a 

deep impurity state, the Hjalmarson-Frenkel exciton energy is determined 

primarily by the high-density-of-states regions of the bulk band structure. 

There is only a small density of states near the low-lying direct con<>...~ction 
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band ainiauli (c.orresponding to the r-point of the Bri11ouin zone), but a large 

density of states near the higher, ind.irect X minima. Thus the conduction band 

·~ ainimwa near r has relatively little influence on the position of the exciton. 

The surface Hjalmarson-Frenkel core excitons have also been calculated 

for the (110) surface of ZnSe and ZnTe [89] and are in good agreement with the 

measurements {901. We conclude that the present theoretical framework does a 

good job of explaining the basic physics of the "deep" Hjalmarson-Frenkel core 

excitons, whether bound states or resonances. 

V. Unified picture 

Thus one interlocking theoretical framework success.fully predicts the 

correct physics of (1) surface deep impurity levels and Schottky barrier 

heights, (2) intrinsic surface states, and · (3) Hjalmarson-Frenkel core exciton 

states. 
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FIGURE CAPTIONS 

Fig. 1. Sche~tic illustration of Fermi-level pinning. Band edges of the 

bulk semiconductor, the semiconductor surface, and the Fermi energy of the 

metal, the surface of the semiconductor, and the semiconductor are all shown 

as functions of position. The lowest energy surface defect level that is not 

fully occupied (before charse is allowed to flow) is denoted by an open 

circle. This level and the Fermi levels of the n-type semiconductor and the 

metal align. 

Fig. 2. Surface Fermi energy of n-type InP versus heat of reaction of InP 

with the metals Ni, Fe, AA, Cu, Ag, and Au, extracted from data of Ref. [28], 

assuming Fermi-level pinning. The theoretical Fermi-level pinning defect 

levels for the surface P-vacancy {Vp), the native antisite defects (Inp and 

Pin), and the extrinsic impurities S on a P-site (S-o) and Sn on a surface In .. 
site (Snin> are given at the right of the figure. The n-InP data can be 

interpreted as follows: non-reactive r.~tals produce only antisite defects as 

the dominant defects; reactive metals and treatment of the surface with. oxygen 

and Ct produce P-vacancies. Treatments with Sn and S produce surface sn1n and 

Sp as dominat defects, respectively. 

Fig. 3. 'Pte totally · symmetric. (a1) ·levels for a bulk Si vacancy, 

surrounded by one Si atom and three X atoms, as a function of the defect 

potential V, normalized to the Ni defect potential, after Ref'.· {46f. For V=O, 

the X atoms are Si; for v ... vlU, the X atoms are. Ni. The parent levels of the 

isolated Si vacancy are shown for V•O. The experimental Fermi-level pinning 

position for NiSi 2 extracted from the data of G. Ottavianai, K. N. Tu, and J. 

W. Mayer, Phys. Rev. 324, 3354 (1981) are denoted by a dot with a label :·,i3i 2• 
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Fig. 4. One type of interfacial vacancy "sheltering" a Si dangling bond. 

after Ref. [46]. The geometry is that determined for the NiSi2/Si(lll) 

interface determined by D. Cherns, G. K. Anstis, J. L. Hutchison, and J. c. H. 

Spence, Phil. Hag. A46, 849 (1982). 

Fig. 5. Predicted dependence of Schottky barrier height on alloy 

compositions x and y of In 1_xGaxAs and Ga 1_yAtyAs alloys, compared w~th data, 

after P..ef. [88]. 

Fig. 6. Predicted surface state dispersion curves E(K) for surface bound 

states (solid lines) and surface resonances (dashed lines) at the relaxed 

(1!0) su:-face of GaAs, after ltef. [14]. TI1e energy is plotted as a function of 

the planar wavevector K along the symmetry lines of the surface Brillouin 

zone, shown on the rigl1t. The labelling is the same as that of Cheliko\•-'Sky and 

C4 mainly p-like. As and c3 are the "dangling-bond" states. A3, A1', and A , 
2 

are largely associated with in-plane p-orbitals in the first and second 

layers. The character of each state varies somewhat with the planar wavevector 

K, and represents an admixture of all orbitals. The widths of the resonances 

are typically 0.5 to 1.0 eV, but in some cases are smaller than 0.1 eV or as 

large as 2.0 to 5.0 eV. The dots follow the continuous disperson curves 

inferred by Huijser et al. (Ref. [ 66]) for the "clear" and ''weak" experimental 

features. The open squares represent the states observed by Williams et al • 
• 

(Ref. [65]). The data reported in l{efs. [64] and [6] are consistent with those 

shown here. 
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Fig. 1: Predicted energies of surface bound states (solid lines) and 

surface resonances (dashed) for the (110) surface of ZnSe, as function of the 

planar wavevector k~(k 1 ,k 2 ), after Ref. [15]. The surface Brillouin zone is 

shown on the right; r is the origin, 'k=(O,O). The bulk bands are shaded. Ev 

and Ec are the valence and conduction bJ.nd edges. The experimental features 

identified with bound and resonant surface states in Ref. [11], along the two 

symmetry lines rx· and xr' are i.ndicated by t:be dotted lines. 

Fig. 8. Dispersion curves for surface states and surface resonances at 

the (100) (2xl) surface of Si, after P..ef. [85]. The energy E is shown as a 

function of the planar wavevector tt arour.d the symmetry lines of the surface 

Brillouin · zone. Solid lines represent results of the present calculations; 

dashed lines are the measuremc1ts of R. I. G. lihrberg, G. V. Hansson, J. M. 

Nicolle, and s. A. Flodstrom, Phys. Rev. B24, 4684 (1981); and the dotted line 

is the measurement of F. J. Himpsel and D. E. F~stman, J. Vac. Sci. Techno!. 

1!· 1297. (1979), which were taken from r to J' along the (010) direction, 

rather than along the symmetry line r to J'. Ev and Ec are the Si valence and 

conduction band edges. 

Fig. 9. Predicted and observed Ga 3d core surface Frenkel excitons 

(double lobes) for GaAs, GaSb, and GaP, after Ref. [32]. The lower unoccupied 

surface states (Ref. [13)[14]) are represented by closely spaced horizontal 

lines. Ev and Ec are, respectively, the top of the valence band and the bottom 

of the conduction band. The experimental .results here and in Fig. 7 are those 

of Eastman and co-workers (D. E. Eastman and J. L. Freeouf, prl ~. 1601 

(1974); li• 1624 (1975); W. Gudat and D. E. Eastman, J. Vac. Sci. Technol. ~. 

831 (1976); D. E. Eastman, T.-c. C..niang, P. Heimann, anf F. J. Himpsel, prl 
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45, 656 (1980).). 

Fig. 10. Predicted and observed In 4d core surface Frenkel excitons for 

InAs, InSb, and InP, after Ref. [32]. 
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The height of the Schottky barrier formed at transition-metai/Si interfaces varies o,·er a very small range { - 0.4 eV) 
considerinf, the wide range of electronic structures possible from one end of the transition-metal series to the other. 
Furthermore. the harriers are observed I<~ form within a few monolaye1s of metal coverage. suggesting that the barrier is a 
property of the local bonding and that the true metallic states play only a minor role. A model has been developed to expiain 
these facts in term~ of the Fermi-level pinning mechanism of Schottky barrier formation. The physics contained in the model is 
that of a Si dangling bond sheltered from the transition-metal-silicide by an interfacial vacancy. Since (i) the dangling-bond is 
sheltered from the metallic-silicide and (ii) the atomic energy levels of the tr .. nsition metal are ,,ut of resonance with Si. the 
danglin,g bond (which forms a level in the Si band gap) will be only weak!~ perturbed by the 'ilicide. Thus this interfacial 
dangling bond can pin the Fermi level at nearly the same energy for all the transiti<m-metal-silicides. A tight-binding 
calculation of the electronic structure of this defect at the NiSi~ ;.:.it Ill) interface has been performed for an infinite interface 
using the transfer-matrix technique. The results of this calculation are descril>ed in terms of a very simple molecular mod;::. 

It is a remarkable fact that the S; hottky barrier 
heights for tl1c: whole range of Si; silicide inter­
faees varies over a relatively narr.•w range of about 
0.55-0.87 eV in n-Si [I J. For a Si bandgap of 1.1 
eV. this places the Fermi-level in the lower part of 
the bandgap bet ween 0.23-0.55 t:V .ibove the va­
lence band edge. Here ·"'e argut: that sud, barriers 
can be understood in terms of Fermi-level pinning 
[2] by a small concentration of Si d~ngling bond: 
that are "sheltered" from the transition metal by 
vacancies at the Sijsi!icidc interfal.'e. This explana­
tion. which differs suhstanti:l!ly from previous the­
ories of Si Schottky barri<.'r f,mna tion {1.3.4]. uni­
fies the understanding of Si/transition-metal 
Sd1o11ky harriers with the generally accc:pteJ 
model of Fermi-levd pinning by native defects 

[5.6] at (110) interfaces be;ween I1 f- V semk··•rz· 
ductors and metals [7] or other overla~'crs. A more 
detailed account of our work wili be given 
elsewhere [S]. 

!he following observations place severe con· 
straints on any theory of Schottky barrier forma­
tion at Sijsilicide interfaces: (1) Thcbarrier heights 
for the silicides all lie within 0.4 eV of one ano~her 
for all the different transition metals. stoichiome­
tries. and cnstal structures. (2) The barriers are 
observed to f<.rm at low co\'erages hdorc a \.'t)m· 
plete mewllic silicide is formed. indicating that the 
local atomic bonding at the interface. rath;.!r th,,n 
any colk~ti\·e in terrace property. dct:.:rmines the 
barrier [1]. (3) There are only slight \·ariati,ms (lf 
the barrier height ft"'~ Jifferent compounds of a 

0304-3991 /84/Sm.oo t~ Elsevier Science Publishers B.\'. 
(North-Holland 1-'hysi..:s Publishing Division) 
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given transition metal [9.10] indicating that the 
transition metal itself, rather than stoichiometry, 
crystal structure, etc .. determines the barrier. (4) 
The barril!r heights for n- and p-type Si very 
nearly add up to the Si bandgap. This means that 
the pinning level must only be partially occupied. 
so that it may act as both an acceptor and a donor. 

We propose that these observations can be un· 
derstood quite naturally in terms of an interfacial 
vac<mcy which shelters a Si dangling bond from 
the effects of the tr~nsition metal. This dangling 
bond has only a weak link with the silicide and is 
only slightly perturbed by the tl.mstition metal s-. 
p·. and d-orbitals, and hence is insensitive to. the 
large variations (on a leV scale) one might expect 
to occur when the transition metal is varied or · 
when the stoid.iometry or the crystal structure of . 
the silicide is changed. 

To make these ideas specific, we eonsider a 
particular example of such a defect - the example 
illustrated in fig. 1 for the case of the abrupt 
SijNiSi::011) interface. If the vacancy in fig. 1 
were replaced by a Si atom, one would have the 
bonding configuration determined by Cherns et al. 
[11). For the reactive systems under consideration 
here (transition metals "eating .. their way into Si). 
a reasonable concentration of vacancies (- lOJ:l 
em- 2

) appears quite likely. 
Here we consider a very simple model of the 

electronic stru<.·ture of the defect shown in fig. 1. 
This model is justified onl~· by the results of the 
more complete t:;..lculation described elsewhere [8], 
but it reveals the essential physics of the problem. 

---------~----------
5! (11') 

0· 

Fig. 1. An example of an ;~terfacial vacancy shdtcrin~ a Si 
dangling bond. Repl:.cing the vacancy by a Si awm gi,·cs the 
geometry of tho: NiSi ~/Si (Ill! interfat:e ,f.:tcrmincd by C'hcrns 
et al. [11]. 

In this simplified model, only four atoms are ex· 
plicitly considered - those surrounding the 
vacancy - and only one sp3 hybrid orbital per 
atom - which is directed toward the vacancy. We 
first take all four atoms to be Si (tetrahedral 
symmetry) and later change three of these atoms 
into Ni (C3v symmetry) to simulate the SijNiSi 2 
interface. 

Taking all four atoms to be Si. we construct the 
A 1 and T2 states of the bulk Si vacancy: 

IAJ(ai))=HIIf>o)+!lf>J)+I..P2)+ I..P:~)), (la) 

!T2(ad) = (1!v'12")(3!..Po) -I..PJ) -I..P2) -I..PJ)), 

(lb) 

!T2(e).1) == (1/Vl)(I..P1) -llf>J)), (lc) 

!T2 (e).2) = (l;V6")(l..P 1) + llf>J)- 2I..P2 )). (1d) 

where the orbitalltif>;) is the hybrid orbital of atom 
i. The energies of the A 1 and T2 levels can be 
described by two parameters r., and t; here we 
have f. 11 = { lf>;!Hi..P;) is the orbital energy of an sp~ 
hybrid, and -r- (lf>;IHI..P,) for i .P j represents 
the interaction between two different hybrid 
orbitals. These two parameters represent effective 
interactions and are oblained by fitting to the bulk 
Si vacancy deep levels. The A 1 level is resonant 
with the valence band at EA, = f.h- :lt. while the 
triply deg~nerate T2 level lies in the Si bandgap 
and has an energy ET, = f.h + 1. We list in table 1 

Table 1 
The calculated A1• and T~·symmetric energy levels for the 
unrela\ed Si vacancy by several wor.kers; the calculations arc 
either pseudopotential ( P) or tight-binding (TB): :~II energies 
are in e\', and the t<'i' of the valence band is defin.:d to be the 
zero of energ~:; the Si bandgap is l.JcV: the two parameters (h 

and 1 are simply obtained from the A 1 and T: energy levels (see 
text): the important parameter ( h is the energy of a single 
dangling h,,nd and is found to lie in the lower part of the Si 
bandgap in all cases 

Type ''f calculation AI T2 (h 

p TB level level 

Rd. (12) -1.10 0.70 0.45 0.25 
Ref.[D] -0.60 0.80 0.35 0.45 
Ref.(14) -1.11) 0.60 0.42 0.16 

Ref. [15) -0.55 0.75 0.33 0.43 
Rd. (16) -0.96 0.51 0.37 0.14 
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the A 1 and T: levels for three different p~eudo­
potential calculutions {12-14) •tnd t\\o tight-bind­
ing [15.16] calculations for the unrela.\t'd vacancy 
in Si. :=rom these levels :he param.:t·.:rs !" and t 

can be! extracted using ! 1, = (£", + iET,)/4 and 
. t = ( ET:- EA, )/4. ;-.iote that !", which is the en­
.~ , ~rgy of a single Si dangling bond, lies in the lower 

part of the s: bandgap in all cases. 
We next change three of the atoms surrounding 

the vacancy into Ni atoms. We do this by raising 
the hybrid orbital energies of atoms L 2, and 3 
(see fig. 1 l frvm !~r to !~r + V. where V == 5 eV [8] 
represents the (large) positive difference between a 
Ni and a Si sp~ hybrid orbital. The symmetry is 
now reduced from Td to CJv• and the possible 
levels are of al (a-like) and e ( r.-like) symmetry. 
The states of e-symmetry evolve from two of the 
T:: kvels of the bulk Si vacancy (the T:(e) levels in 
eqs. (lc) and (ld)), but are raised out of the gap 
roughly linearly ·with the potential V to become 
resonant with the ..:onduction bands. Since the 
e-symmetric kvel:.;. are not in the sap and are 
metal-atom derived, they play no role in pinning 
the interfacial Fermi level. and we will no longer 
consider them. 

The interesting levels are those of a 1-symmetry 
which are admixtures of the IA 1(a 1)) (eq. (la)) and 
the ff:(a 1)) (eq. (lb)) levels of the bulk Si vacancy. 
However. since the Si and Ni hybrid orbitals are 
no longer degenerate. perturbation theory shows 
that the effective interaction between Si and Ni 
hybrid orbit~lls is reduced from t (- 0.4 eV) for the 
bulk Si vacancy to t 2jV(-0.03 eV) for the in­
terfacial vacancy. A schematic energy level dia­
gram for a 1-symmetric states of the bulk and 
interfacial vacancies is shown in fig. 1. Note that 
because Ni (or any transition-metal element) and 
Si are "out of resonance", a level is formed in the 
lower part of the Si bant.!gap which is tied to the Si 
dangling bond energy (il and is relatively insensi­
tive to the transition metal as long as we have 
V » 1. This simple model leads to the important 
conclusion that for various transition metals. in­
terfacial Fermi-levd pinning positions are nearly 
equal to. but slightly hdow. the "defc.:t pinning 
energy .. f. 1, of :1 single Si dangling hond. 

We hrietly rncnti~..m the more rigorous calcula­
tions on which the simple moJd is based. A 

conductiOn 

i 
bond 
Q:lp 

l 
\':lienee 

Bulk Si Vacancy 

b 

Interfoc•ol Vacancy 

Fig. 2. Schematic energy level diagram of the a1-symmetric 
kvcls of (a) the bulk Si vacancy and {b) the inlerfacial vacancy. 
In (a) the hybrid orbitals" at (h lie in the lower part of the Si 
bandgap but interact strongly through 1 to produce the A 1 level 
resonant with the valence band and a T2 level in the upper part 
of the bandgap. In t '"'1 the hybrid orbitals of Si and :'\i are no 
longer degenerate and their interaction is reduced by t 1 V. This 
brings £.~, out of the valence band so that it now lies only 
slightly below the Si dangling bond energy (h. (The a 1·symmet­
ric representlltion referS tO the C3v £rOup appropriate for the 
interfacial vacancy. Since C3• is a subgroup of Td. the A 1 :uid 
one of the T2 levels of the bulk Si vacancy are also a1-symmet· 
ric.) 

tight-binding calculation was performed for an 
embedded cl_uster of a vacancy and three Ni atoms 
(including d-orbitals on :'-4"i) in an infinite Si host 
(8] using the Si tight-hinding model of ref. [15]. 
The Si dangling-bond-like level is found at 0.4 eV. 
The d-orbitals are fouud to play only a minor role. 
Since the J-orbital energies lie well below the 
Fermi level. they tend to push up slightly on the Si 
dangling bond. but with a greatly reduced strength 
because the d-orbital is not a nearest neighbor to 
the dangling bond orbital and hence interacts with 
it either through a small second-neighbor interac­
tion or indirectly via its intt:ractions with the inter­
vening Si atoms surrounding the vacancy. (The 
d-orbitals were taken to interact only with nearest 
neighbors.) More sophisticated calculations for an 
interface between sem1-infiJ:ite !'labs of NiSi! auJ 
Si have recently been completed (17] using the 
transfer-matrix technique [ 1 ~J. The tight-hi nJi ng 
bands of NiSi 2 have been fit to the bulk banus of 
Chabal et al. [19]. and the tight-binuing model of 
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Vogl et al. [20] has been used for bulk Si. Here the 
interfacial vacancy level is found to lie at 0.13 cV. 
Although the two calculations give slightly differ­
ent results, and the estimates mf1de for the dan­
gling bond energy <11 in table 1 differ h:· - 0.3 eV, 
they all show that the defect "pinning·· level lies in 
the lower part of the Si bandgap. Measurements 
for a Si dangling bond quite similar to the one 
described here [21] at the Si02/Si interface show a 
level at 0.36 eV [22]. As mentioned earlier. the 
interfacial Fermi· level for the silicides lie ap­
proximately in the rang<' 0.23-0.55 eV. 

Conclusion. The prcs..:nt theory is manifestly 
based on local atomic bonding and a localized 
defect, and is thus compatible with the experimen­
tal findings [1.9,10] that the observed SchotJky 
barriers form before the completion of a complete 
metallic overlayer. Since in this model the barriers 
are determined mainly by Si. the barrier is affected 
to a lesser degree by the nature of the transition 
metal atom. stoichiometry. or crystal structure of 
the silicide. Furthermore. since the dangling bond 
is occupied by a single electron. it can act either as 
a donor or an acceptor - this leads to very nearly 
the same pinning position for both n- and p-Si, in 
agreement with the measurements. This is to be 
contrasted with Schottky barrier formation on 
III-V semiconductors. such as GaAs, where previ­
ous theoretical studies indicate that pinning is 
often due to surface antisite defect levels [6] which 
lead to different Fermi-leYel pinnin~ positions for 
n- and p-type semicondw.:tors. 

O.F.S. wishes to thank the Ariz<,na State Fa­
culty Grants in Aid program for their support. We 
are grateful to the US Army Research Office 
(AR0-DAAG29-83-K-0122l and to the US Office 
of Nava· Research (:"00014-S2-K-0447 and 
N00014-7.,-C-0537) for supporting this research. 
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The heights of the Schottky barriers for various transition metals on Si, Ge, diamond, :md 
Si,. Ge1 _,. alloys are calculated using a defect model, in which the Fermi energy is pinned by deep 
levels associated with interfacial dangling bonds. 

PACS numbers: 73.30. + y, 73.20.Hb, 73.40.Ns 

I. INTRODUCTION 

When a transition metal is deposited on a Si surface; it reacts 
with the Si, producing a thin metallic film of transition-metal 
silicide. 1'

2 At the same time a Schottky barrier is formed, 
which makes the metal/semiconductor contact non-Oh­
mic. 3 A remarkable fact is that the barrier heights for various 
different transi!ion metals (forming silicides with a wide var­
iety of crystal structures and stoichiometries) are all equal to 
within :::=:0.4 eY,4

•5 although the transition metals them­
selves have d levels and other features of their electronic 
structures that vary by electron volts. For example, Ni, Pd, 
and Pt, when deposita.• on n-~ype Si produce Schottky t]r­
rier heights differing by :::=:0.2 eV (=0.63, 0.73, and 0.8~ eV 
are the barrier heights of Ni, Pd, and Pt, respectively) despite 
the fact that the s-, p-, and d-electron energies of Ni and Pt 
differ by =2, 3, and 3 eV.6 This suggests th?.t the Schottliy 
barrier height is primarily a property of rht: Si, and is only 
weakJy perturbec! by the transition metal or the transition­
metal silicide. 

We have recently proposed that the principal experimen­
tal facts concerning Si/transition-metal-silicide Schottk,· 
barriers can be simpl: understood in terms of Fermi-lev~l 
pinning by interfacial Si dangling bonds. 7 Simply stated, the 
Si dan~.Ung bond at the Si/siticide interface produces a deep 
level in the fundamental band gap of Si. This one-electron 
level, for a neutral interface, is occupied by one electron and 
one hole. It therefore determines or "pins" the Fermi energy 
at the surface, being able to accept an additional electron or 
holt: According to the Ba. deen model of Fermi-level pin­
ning by any surface state,"· the surface Fermi level of the 
semioonductor, the metal's Fermi level, and the bulk semi· 
condtlctor's Fem1i level all align in electronic equilibrium. 
This i!- accomph-;hed by electronic diffusion, which pro­
duces band benu· ·•g in the semiconductor. When the align· 
mentis accomplished (Fig. 1), there is a Schottky barrier, 
which for n-type Si has a height approxima.dy equal to the 
difference between the! urface conduction b::.nrl edge and th; 
surface dangling-bond deep level. For p-Si, th~ barrier height 

is the energy difference between the dangling-bond level and 
the valence band maximum. Thus, with this defect &nd the 
Fermi-level pinning model, the Schottky barrier heights for 
n-Si and p-Si should {approximately) add up to the band gap. 

This particular explanation of the barrier heights at Si/ 
transition-metal-silicide interfaces is especially appealing 
because it involves Fermi-level pinning by a native defect, 
and therefore makes contact with the wrrent understanding 
ofSchottky barrier heights in III-V semiconjuctors. Several 
authors,9-13 Spicer in particular,9 have espoused the notion 
that Fermi-level pinning by native defects determines Ill-Y 
barrier heights-aPd a unified picture of the pinning by anti· 
site defects in many cases and by vacancies (or other defects) 
in other cases is now emerging. 14

• 
1 ~ 

In this paper we extend the idea of Fermi-level pinning by 
dangling bonds at Si/transition-~netal-silicide interfaces to 
interfaces of transition metal compouno< with Ge, diamond, 

lq,B 
--e-l-E of Es ' 

F silicide 

Si Interface 

FIG. I. Schematic ill<~stration of Fcnni·level pinning at a ~!!silicide inter­
face. Band edges for bulk Si and the Si ~arface. and the hnni ener~ie~ of the 
metal, the Si ~urface. and bulk Si, arc all shown as func!P1ns of po• ... Th<' 
lowest energy surface defect level that is nm fully ocCUJW J (before cllarge is 
allowed w flow) is denoted by an open circle. This ic•el app:uximately 
aligns with the Fermi levels of then-type Si and the metaL 
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and Si_. Ge1 _ _. alloys. The model has the same features that 
led to its success for Si/silicide interfaces': (i) The pinning 
defect is a dangling bond whose character is determined pri­
marily by the semiconductor; this leads to Schottky barrier 
heights that are only weakly dependent on the transition 
metal. (ii) The formation of Schottky barriers with low cover­
ages of transition metals is explained by the fact that the 
Fermi-level pinning is due to a local native defect-no ap­
peal to metallic bulk or interface states is necessary. (iii) The 
obsened chemical trends 16 in the barrier heights ~B,n for n­
type semiconductors interfaced with different transition 
metals are explained in terms of the weak perturbation of the 
dangling-bond level. (iv) The n- and p-type barrier heights 
add up to nearly the band gap of the semiconductor: 

~B.n + ~B.p-::::::t.Egap· 

II. THE MODEL 

We illustrate these ideas by considering a specific model of 
a semiconductor/transition-metal-compound interface. 
There are many different geometries observed for such inter­
faces; but here we consider a specific geometry, calculate the 
dangling-bond deep level, and argue that the level position is 
insensitive to changes in the interface geometry. For defi­
niteness we consider Ni as the tran~ition metal and Ge as the 
semiconductor, with a Ge!Ni-germanide interface. We are 
unaware of any detailed experimental work concerning the 
atomic geometJ) at such an interface, and so have used an 
interface structure (Fig. 2) identical to that reported for Si/ 
NiSi;{III) by Chems eta/. 17 We have aGe "bridge atom" in 
the nickel-germanide connecting the semiconductor to this 
metallic germanide. It is bonded to three Ni atoms in the 
germanide, and one Ge atom at the surface of the semicon­
ductor. The pinning defect is the dangling Ge bond that re­
sults when the Ge bridge atom is removed. 

It is not necessary to fully include the nickel-germanide 
metallic side of the interface: Since the Schottky barrier ~ 8 

in Si, and presumably also in Ge, occurs at low coverages, 
only the local structure of the defect is essential. Hence we 
can consider, instead of the dangling bond at the Ge/ger­
manide interface, a localized defect in bulk Ge of a vacancy 
surrounded by one Ge and three Ni atoms. This is, out to 

2 3 

\I/ 
Germonide 

V Missing Ge 

-t--
Ge 0 

/I~ 
FJG. 2. An example of aGe dangling bond at a german ide interface. Atoms 
I, 2, and 3 are transition-metal atoms, atom 0 is Ge, and Vis an inlerfacial 
Gevacancy. When the vacancy is replaced by Ge, th. geometry for the Ge/ 
Ni-gl'rmamde interface is the same as lhnt reponed for Si/NiSi2 (Ill) (Ref. 
171. 
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second neighbors, identical to the dangling-bond defect at 
the true interface. 

Now we imagine a "cycle" in which we (i) begin with a 
vacancy in bulk Ge, (ii) convert three of the vacancy's nearest 
Ge neighbors into Ni, and (iii) finally alter the more distant 
neighbors on the germanide side to form semi-infinite ger­
manide. As we have argued above, this last step is not essen­
tial, because it has wiry little effect on the dangling-bond 
deep level, and so we do not take this last step in the present 
work. 

A. The isolated vacancy in Ge 

We begin by considering the isolated vacancy in bulk Ge, 
and describing its deep levels using one sp3 hybrid orbital 
(directed toward the vacancy) on each of its neighbors. La­
beling the four neighbors 0, I, 2, and 3, and denoting the sp3 

hybrid 18 centered on the ith neighbor and directed toward 
the vacancy by li), we construct the A 1 symmetric (s-like) 
and T2 symmetric lp-like) states of the vacancy: 

IA 1) =(112)(10) + 11) + 12) + 13)}, 

IT2,//) =(12)- 112 (3/0) -11) -12) 13}). 

IT2,1,1,) = 2-l/2 (11) - 13) ), 
and 

IT2,1,2} = 6- 112 Ill) + 13)- 212}). 

Denoting the Hamiltonian matrix elements between the four 
hybrid orbitals surrounding the vacancy in the perfect Ge 
host, E = (iiH If} for any i and t = - (iiH li) withj~i. we 
find that the vacancy energies are 

E(Ad = E- 3t, 

E(T2)=E+t. 

Thus, the two parameters E and t can be determined uniquely 
from the previously calculated A 1 and T2 bulk vacancy lev­
els. Virtually all calculations 19

..:
24 agree that the bulk va­

cancy level E (A 1) is deep in the valence band and E ( T2) lies in 
the fundamental band gap for all homopolar group IV semi­
conductors. 

B. Effects of converting three Ge atoms to Ni 

Now we convert three of the Ge atoms (numbers I, 2, and 
3) surrounding 1he vacancy into Ni atoms, in rwo steps: (i) we .· 
increasethesp3 hybridenergyEtoe- + Yonsitt-:; l,2,aPd3, 
where we have V.....,S eV/5 and (ii) we introduced levels; 
which are energetically deep in the valence band, only weak-
ly coupled tc> the dangling bond at site 0 (either directly, 
through a second-neighbor interaction, or indirectly, 
through a ring of five nearest-neighbor interactions), and al­
most irrelevant [as we shall see) to the determination of the 
dangling-bond energy. 

When Vbeccmes nonzero, the symrr.etry of the defect is 
reduced from Td to C Ju. The lA 1} and iT 2,/ /) states of the 
isolated vacancy are a 1-symmetric (a-like) states of C Ju, 

whereas the two IT2,1.) states aree-symmetric \1r·like) states. 
As Vincreases from zero to ~s eV, the 1r-bonded e-symmet­
ric states are pushed through the gap into the conduction 
band-and become essentially irrelevant to the Schottky 
barrier formation. The two a 1 (T-hondl.'d states oft he i:,;olated 
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vacancy, lA 1) and I T2,//) are mixed by V, and are the inter­
esting ones for the Schottky barrier problem. 

Thus, the essential physics is reduced to a two-level prob­
lem, involving the effects of Von the a 1-symmetric lA 1) and 
: T2,//) Ge vacancy levels. The atoms 1, 2, and 3 for V = 0 
areGe, and their interaction isti~~O.leV). But for V~5eV, 
the atcms I, 2, and 3 are Ni, with hybrid energies out of 
resona11ce with the Ge, and their effective interaction with 
the Ge hybrid (in perturbation theory) is weak, t 2/V ........ 0.03 
eV. 

A schematic energy level diagram is shown in Fig. 3, for · 
various values of V. As the 1, 2, and 3 atoms are converted 

. (rom semiconductor atoms into Ni (i.e., as Vincreases from 0 
to ~5 eV, a value between 5t and 20t, see Table I}, the T2 

vacancy level moves in to the con,d uction band (and becomes 
irrelevant}. But the A 1 vacancy level, which lies deep in the 
valence band, and hence has often been ignored, is driven up 
in energy by the electropQSitivit} of the transition metal, un­
til it must ~nd over below the bulk T2 level {by an approxi­
mate level-crossing theorem), saturating for v-oo at the 
hybrid energy E. Hence, further increasing V from ~5e V for 
Ni by an amount of order electron volts does not greatly alter 
the energy of the dangling-bond leveL The dangling-bond 
level is "deep-level pinned" in the sense of Hjalmarson et 
a/. 19

; it is semiconductorlike; and it is a deep level in the 
fundamental band gap capable of Fermi-level pinning. 

If now we "turn on" the d-states, they press the dangling­
bond level upward only slightly in energy. Estimates of this 
effect using Harrison's scaling rules25 show that it is small 
and that the vacancy quite e!fectively shelters the Si dangling 
bond from the d-orbitals of the transition metal, even when 
the d orbitals are nearly resonant with the dangling bond. 
The d levels do play a minor role in determining the occu­
pancy of the neutral dangling bond7

: It has one electron and 
one hole-and hence, is the Fermi-level pinning defect of 
both n-type and p-type semiconductors. 

Ill. RESULTS 
We have used this simple model to predict the surface 

dangling-bond deep levels ofSi, Ge, diamond, and Si .. Ge1 ... 

interfaced with their transition metal compounds. (We have 
also confirmed that the essential physics of the model is cor­
rect by performing extensive and rigorous calculations for a 
cluster of a vacancy and three Ni atoms in Si, and by explicit­
ly treating an interface between semi-infinite slabs of NiSi2 

and Si. 26
} We first determine e and t by fitting calculated bulk 

vacancy levels. Our results are presented in Table I. The 
matrix elements V are extracted from tables of atomic orbital 
energies. 2s The deep levels associated with the dangling 
bonds at various interfaces are then computed in terms of£, 
t,and V. 

Slight variations in V for different transition metals pro­
duce weak variations in tPs• as expectoo [see Fig. 3(b}]. The 
chemical trends with respect to such variations1

•
2

•
16 are ex­

plained by the theory. 
Although the predictions of the theory for Schottky bar­

rier heights are gratifyingly close to the measured barrier 
heights, the theory in its original form is limited by the -0.3 
e V uncertainty in even the best theoretical predictions of the 
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TABLE I. The calculated A,- and Tz-symmetric energy levels for the unre­
laxed Si, Ge. and C vacancies from tight-binding t~eory. The dangling-bond 
energy E and dangling-bond interaction tare extracted from theA,- and T~­
symmetric levels. All energies are in eY, and the top of the vakace band is 
defined to be the zero of energy. Other values of E for Si, detennined from 
reported calculations of the Si va,·ancy, range from 0.09 to 0.45 eV. 

=====================~========= 

Si" 
Ge• 
C> 

• Reference 24 . 
"Reference 19. 

E(A 1) 

-1.10 
-0.98 
-0.65 

E(T2) I! 

0.48 0.40 0.09 
0.04 0.26 -0.22 
2.43 0.77 1.66 

bulk vacancy levels. To circumvent this problem we adjust e 
to fit the interfacial Fermi level and Schottky barrier heights 
for the Si/NiSi2( Ill) interface, and then use the predicted 
changes in £ from Si to Gc: to predict the variation in the 
interfacial Si .. Ge1 ... /nickel-silicide-germanide dangling­
bond level with alloy composition x. The results are given in 
Fig. 4, and rather dramatically account for the observed 
chemical trend in the Schottky barrier height, 27 assuming 
pinning by the dangling-bond deep level 

The theory also predicts a dangling-bond deep level and a 
Schottky barrier height as a result of transition-metal depo­
sition~ on diaptond. We are not aware of any data for this 
system, but we note that diamond/ AI, I Au. and /Ba inter­
faces have been studied experimentally/8

•
29 and should also 

be expected to have dangling-bond states. The Schottky bar­
rier height obtained, assuming Fermi-level pinning by dia­
mond dangling bonds, is in excellent agreement with the 
data (Fig. 5). 

IV. SUMMARY 

It should be emphasized that we have presented a simple 
model which is meant to display the essential physics of Fer­
mi-level pinning by interfacial Si dangling bonds. The defect 

~----------~--------------------

(A) 
BULK 

SEMICONDUCTOR 
VACAI¥:.Y 

V•O 

e:.-.. _ £-

(Ill 

INTERFACIAL VACANCy 

FtG. 3. (aJ Schematic energy level diagram of the A 1- and T2-symmetric 
levels of a vacancy in an elemental semiconductor. E< and E. are the con­
duction and valence band edges. (bl The a ,-symmetric levels for an interfa­
cial vacancy surrounded by one semiconductor atom with orbital energy E 

and 3 transition-metal atoms with hybrid energy E + V. The levels for val­
ues of V equal to 1, 31, St, 101, and "" are shown. Note that for V> > 1, the 
band-gap level becomes "pinned" to the semiconductor dangling-bond en­
ergy E. Double arrows indicate that thee + V level in the conduction band is 
off tbe figure. 



&ankey, Allen, and Dow: Theory of Schottky barrier formation 494 

> 
3 
>­
(9 
0:: 
w 
z 
w 

1.0 ow 
SiGe : 

X 1-x V Ni 

0.0+-----------r---------~ 

0.0 
Ge 

0.5 
X 
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Si 

FIG. 4. Predicted Fermi level in the Fenni·level pinning model due to dan· 
gling·bond defects in Si. Oe1 •• alloys. Because of the theoretical uncenain· 
ties in determining the dangling-bond energy, the theory has been fit to the 
data for Si. The data for Si are from. e.g., Ref. 4, and the data forGe are from 
Ref. 27. 

levels that we predict may be inaccurate by a few tenths of 
eV, and are undoubtedly inhomogeneously broadened on a 
~o.l e V scale, due to varying local envirnnments. 30 

The model is based on the idea of Femti·level pinning by 
defect levels, and therefore provides a unified explanation of 
Schottky barrier heights for Group-IV as well as III-V semi­
conductors. No theory of Schottky barrier fonnation is uni· 
versally accepted yet, but the defect model is by far the most 

> 
3 
>-
~ 
w z 
w 

4.0 

2.0 

Diamond 

' ' -€ /' 
'(Au.AI,Ba 

i! 

1 Carbon 
1 Dangling-bond 

E v"' 0.0 +----r----..;;;_-=------
I 

2.0 -'------------------

FtG. 5. The A 1 and T2 levels of a C vacancy in diamond, after Ref. 19, and the 
dangling-bond c:nergy E for an interfacial vacancy. The data for (nontransi· 
tion-metall Schottky bsmer heights on p·!ype diamond are shown for com· 
pariS<ln (Ref 28 and 291. 
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widely accepted, and the only general theory for the techno­
logically important semiconductors that has not been mani­
festly dis proven by numerous experiments. This is not to say 
that defect mechanisms are the only means of Schottky bar­
rier formation; 31

•
32 in some cases metal/semiconductor in­

terfaces might be produced without very many defects, in 
which case metal-induced gap statesn might play a role in 
determining the Schottky barriers. However, for years met· 
a)-induced gap-state theories have been widely viewed as in­
capable of providing a satisfactory general description of the 
common III-V barrier heights, because they can consistent­
ly explain at most very few experiments. For example, data 
demonstrating tltat (i) the n-GaA~ Schottky barrier can be 
annealed away at the antisite defect annealing temperature 
while the p-GaAs barrier remains, 34 and that (ii) the n-InP 
barrier height switches from being ~0.1 ey ior reactive met· 
a1s to ~0.5 eV for nonreactive metals35 are easily explained 
by a defect model but not by a metal-induoed gap-state mod­
el. 

The simple theory presented here accounts well for the 
major observations concerning Schottky barriers resu1ting 
from transition-metal deposition on group-IV semiconduc­
tors; (i) Schottky barriers fonn at submonolayer coverages 
because the Fermi-level pinning defect is localized; (ii) 
Schottky barrier heights exhibit only weak 'dependences on 
the transition metals, because the dangling-bond level is 
deep-level pinned; (iii) details of the crystal structure, stoi­
chiometry, and interface geometry are minor perturbations 
on the surface dangling-bond deep level, hecause the pri­
mary role of the silicide or germanide is merely to supply a 
repulsive potential that pushes the deep dangling-bond level 
back into the semiconductor; (iv) the Schottky barrier 
heights for n-type and p-type group-IV semiconductors add 
up to ~ E8ap because the dangling bond level is both a dOf!Or 
and an acceptor; (v) the variations of Schottky barrier 
heights depend on the chemistry of the semiconductor, as 
displayed in the dependence on x of the .:;ix Ge~-. barrier 
height. 
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Theoretical investigation of the pressure dependences of energy gaps in semiconductors 
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The observed dependences on pressure of the energy gaps of Si, Ge, and GaAs at symmetry points 
in the Brillouin zone are successfully calculated using a variational method based on density· 
functional theory. The negative pressure derivatives of the gaps at the X point of the conduction 
band relative to the valence-band maxima are due to the d states. 

I. INTRODUCfiON 

In this pai)er we report successful a priori calculations 
of the pressure dependences of the band gaps of Si, Ge, 
and GaAs. The only inputs to our calculations are the 

· crystal structures of the materials and the local pseudopo­
tentials of the atomic constituents. The theory is based on 
a variational minimization of the total energy using a 
Wannier-function basis and a density-functional formal­
ism applied self-consistently. to the valence electrons. 1•2 

Our calculated pressure dependences of the band gaps are 
in good agreement with data; this suggests that local­
density theory accurately predicts the ch~nges with pres­
sure of the band gaps despite the fact that in its present 
form it yields poor predictions for the zero-pressure band 
gaps themselves. 

Previous theoretical studies of pressure-dependent band 
gaps have employed the self-consistent orthogonalized­
plane-wave (QPW) method;' various semiempirical 
schemes (such as those tllu! fit the pressure dependences 
of pseudopotential form factors4

•5 or empirical tight­
binding parameters4 to data), or a modified version of Van 
Vechten's dielectric theory.6 To our knowledge, no suc­
cessful a priori theory has been reported previously. 

II. METHOD 

Following the fundamental work of Tejedor and 
Verges, 1•2 we minimize the total energy of the valence 
electron system, with respect to the parameters 11 of basis 
Slater orbitals. The relevant s and p orbitals for the elec­
trons of the nth atomic Shell have the following radial 
dependences: 

Fs<r,/3s l=csrn -I exp( -/31 rl 

and 

FP(r,f3p>=cprn-lexp( -/Jprl, 

where we have 

Cs =(2/31 )
12n + 1)/l /V(2n)! 

and 

cP=( 2/3pl(2n+l/2l)V(2ii)i. 

From these orbitals we construct the sp 3 hybrid orbitals8 

32 

f/1~111 (r)= [I /(4VU)](F1 (r,/.fsl+ v'3(v,. ·r/r)FP(r,~ l] , 

1/J:_v,.(r) =[ l/(4 VU)][Fs(r,~ )+ v'3(v,. ·rlr)FP(r,f3; l] , 

and the bonding combination of the hybrids9 

J::.(r,/1)= (sinB)!/1~,. (r) 

=(cos8l¢':..v,.(r-v,.a/4). 

Using the bonding combination 10 and employing 
Lowdin's svmmetrical orthogonalization method we con­
struct 'l',.~cir,/3), a set of Bloch-type linear combinations 
of the orthonormalized functions, from which we can ob­
tain the Wannier functions, 

w,.(rl=N- 112 ~ '~~m~c<r,/3} 
k 

BZ 

[where the sum is over the Brillouin zone <BZJ] and the 
local charge density 

p(r,/3)=2 ~ ~ w!,(r-R)w111 (r-R). 
m r 

The charge density is a function of the Slater parame­
ters f1 and the position r. We evaluate the total energy, 
which consists of the ion-ion interaction energy E 1, the 
kinetic energy T, the electron-ion interaction E 21 the Har­
tree energy £ 3, and the exchange-correla~ion energy Exc• 
following established procedure!.. 11 

The total energy is varied (numerically) with respect to 
the parameters /3 until a minimum is found. The critical 
values of /3 determine the ground-state charge density and 
can be used to construct the local-density Hamiltonian.12 

Diagonalization of this Hamiltonian using 89 plane waves 
as a basis produces an approximation to the energy band 
structure E',.(kl, form = 1,2, ... , 89. 

To determine the hydrostatic pressure dependences of 
the band structures this method is rer;eated for several dif­
ferent lattice consta:lts. 

Ill. INDEPENDENCE OF THE PSEUDOPOTENTIAL 

This approach is meaningful only if it g,ives results 
which do not depend sensitively on the choice of pseudo­
potential from among those considered to be "good." To 
verify that this is indeed the case we have executed the 
calculations for Si using three different psewiopotentials: 
(i) the Hamann-Schliiter-ChiaJ•g first-pr:nciples pseudopo-
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TABLE I. Calculated pressure derivatives dE,.pldp (in meV /kbarl of the band gaps of Si using dif­
ferent local pseudopotentials. 

First Hard Soft Semkrnpirical 
Gap• principles" core< cored Ex pt. calcularion 

-----------··--··-. --· --· 
r,-r. 0.48 0.48 0.34 I ±1• 1.3/ 3. 7~ 
L,-L. 4.45 4.35 4.41 6.2+0.4. 6.6/ 2.7B 
x.-x. 1.64 1.59 1.26 3.0 3.6/ 3.68 
L.-r. 3.30 3.21 3.23 5.5/ 1.28 

x.-r. 1.34 -1.42 -1.86 -1.5 0.5/ -0.] 8 

• X,- r • means the gap from the top of the valence band at r to the conduction band at X. 
bReference 13. 
•Reference 14. 
dReference 15. 
•Reference 20. 
fReference 5. 
•Reference 7. 

1153 

TABLE II. Pressure derivatives dE !dp (in meV /kbar) of the band gaps for GaAs and Ge using the "soft-core" ionic pseudopoten­
tial of Ref. 27. 

GaAs 
Our Semiempirical 

Gap result Ex pt. calculations 

r.-r. 10.50 10.74,' 12.6b ll,d 13.3• 
10.7 -11.1• 

L,-L. 4.46 5.0 4.5,d 7.4" 
x.-x., 0.78 3.6,d 4.6• 
L,-r. 2.93 2.8,d 6.2" 
x.,-r. -2.52 -1.34" -0.8,d 1.5" 

"D. J. Wolford and J. E. Bradley, Solid State Commmun. (to be published). 
~eference 23. 
•As compiled in Ref. 22. 
dReference 7. 
"Reference 5. 
rReference 22. 
•Reference 24. 

Ge 
Our Semiempirical 

result Ex pt. calculations 

16.19 15.3/ II 14.3,d 16.2' 
14.2' 

6.28 7.5 7.J,d 8.8• 
2.36 5.5 4.4,d 5.4. 
4.90 5.0 8.0/ 5.4,d 6.6· 

-1.11 -1.5 -O.J,d 2.7• 

TABLE IV. Pressure derivatives dE8.p!dp (in meV /kbar) of 
the band gaps of Ge using different basis sets of localized orbi­
tals in order to diagonalize the Hamiltonian. 

TABLE III. Nonlinear pressure coefficients fd 2E0 /dp 2 (in 
eV/kbar} of the direct of GaAs and Ge. 

Ge 
(}aAs 

Theory 

7.04x w- 5 

- J.ll~ '-, w·-l 

Expt. 

<4.5 t ll x w-5 

·-· 3.77 X )I}-) 

4s 4p 5s 4s 4p 4d 4s 4p 4d 5s 
Gap (10 bands) (18 bands) (20 bands) 

r.-r. 16.01 17.89 16.14 
L.-L. 11.63 5.74 5.95 
x.-x. 7.50 2.33 2.07 
L.-r. 9.83 4.67 4.64 
x,-r,. 3.62 -0.53 0.1b 

~--:·:::.:::::::::::::-~-=.:::::·:::=-:;::;;,:.:.::=.:.::.·=-~:--:: .. ::_.: .-:··. 
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tential, 13 (ii) the Harris-Jones .. hard-core" pseudopoten­
tial,14 and (iii) the Schluter et a/. "soft-core'' empirical 
pscudopotential, 15 which wa~ adjusted to fit the Si bJnd 
structure at zero pressure. Our results are given in Table I 
where the connection between pressure and lattice con­
stant is supplied by Murnaghan's equation of stat.::o 

. JdB0!dp 
p=[B0 , d80 /dp)][(a 0 /a) -1] . 

Here 8 0 is the bulk modulus of Si (978.8 kbar) and 
d80 !dp is its pressure derivative (4.24). 17 

The agreement among the pressure dependences of the 
gaps as computed using the three pseudopotentials is ex­
cellent, 18 even for the gaps from any symmetry point of 
the valence hand to the conduction band at X, where pre­
vious calculations with the empirical pseudopotential have 
generally failed to produce even the correct sign for 
dEgapldp. This success causes us to extend Hamann's19 

conjecture-that different "good" pseudopotentials give 
roughly the same band gaps (in local-density theory)-to 
include pressure derivattves as well. However, unlike the 
absolute band gaps, which are too small in local-density 
theory, the pressure derivatives are predicted rather well. 

Our predictions for the pressure-dependences of the 
gaps of Ge and GaAs (using the p!-eudopotentials of Ref. 
27) are given in Table II, and are in good agreement with 
the data.21 

We have also computed the second derivatives of the 
band gaps of Ge and GaAs and find that in these materi­
als the second derivatives of the direct band gaps are siz­
able (see Table liD as observed by Weiher et a/.22•23 for 
GaAs and Ge. 25 

The reason that dEgapldp is negative for the gap be­
tween the valence band at r to the conduction band at X 
is the strong influence of the d levels that lie in energy 
well above the X minima of the conduction band. These 
levels repel the conduction band at X, forcing it down­
ward in energy (relative to the minimum at [); without 
the d states the pressure dependence of the X conduction­
band minima is not correctly reproduced by the theory. 

•Permanent address: DepartaJ. ento de Fisica del Estado Solido, 
Universidad Aut6norna de ~1adrid. Madrid 28034, Spain. 

'C. Tejedor and J. A. Verges, Phys. Rev. B 19, 2283 ( 1979). 
2J. A. Verges and C. Tejedor, Phys. Rev. B 20, 425 I (1980). 
3F. Herman, R. Kortum, C. D. Kuglin, L. Goroff, and L. 

Kleinman, Phys. Rev. 132, 1524 11963). 
4p, J. Melz, J. Phys. Chern. Solids 28, 1441 (1967). 
sy, F. Tsay, S. S. Mitra, and B. Bendow, Phys. Rev. B 10, 1476 

(1976). 
6S. Y. Ren, J. D. Dow, and D. J. Wolford, Phys. Rev. B 25, 

7661 11980). 
7D. L. Campausen, G. A. Neville Connell, and W. Paul, Phys. 

Rev. Lett. 26, 184 1197)). 
8The tetrahedral vectors v, are (1,1,1 ), ( -I, I, 1), 

(I,- I. -I), ( I,- 1,1 ), and the superscripts a and c tknote 
anion and cation, respectively. 

Qlf we take the anion site as the origin, the four first neighbors 
are at the positions v,.a /4 1m= 1.2.3,4), where a is the lat­
tice p:~ramctcr. 

This is demonstrated in Table IV for Ge, where we 
display dEgapldp as computl:'d with and with~.1ut d orbi­
tals, in models with 10. 18, and 20 basis orbitals per unit 
cell. The empirical fl~t·udopotential method do~e-s not ade­
quately represent the effects of the d states, and hence 
does not predict the correct sign for dEgapldp at X. 

IV. CONCLUSION 

Hence we conclude that the derivatives of the band 
gaps of Si, Ge, and GaAs, and probably other semicon­
ductors, can be predicted accurately using the variational 
Tejedor-Verges localized-orbital method. Tht. negative 
value of dEgapldp for the gap between the vale'lce-band 
maximum and the conduction band at the X point of the 
Brillouin zone is attributable to high-energy d states that 
depress the X minima. 

The success of the theory in comput;ng pressure deriva­
tives of band gaps, despite the fact that all local-density 
theorie:', to date have predicted absolute band-gap energies 
in error by typically 50%, is reassuring. This indicates 
that the localized-orbital method can be used to study the 
pressure dependences of deep impurity levels and the band 
gaps of strained superlattices. 

Finally, since the :heory predicts pressure dependences 
of absolute band gaps in good agreement with the data, it 
also implies that the corrections26 to local-density theory 
necessary to produce the observed band gaps necessarily 
must be volume and pressure independent-in order to 
preserve the agreement between local-density theory ar.d 
data, as found here. 
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The Green's-function method, with an empirical tight-binding basis, is used to determine the deep 
levels of the singly ionized and neutral impurities S, Se, and Te in SL The impurity potentials are 
determined self-consistently. The resulting theory accounts for the observed charge-state splittings 
of neutral and ~ingly ionizd A 1 deep levels, obtaining, for S, Se, and Te, 0.23, 0.22, and 0.19 eV (to 
be compared with experimental value·. of 0.30, 0.29, and 0.21 eV, and with a self-consistent local­
density-theory value for S of 0.20). 

I. INTRODUCTION 

The ionization energy of a "deep" impurity in a ~emi­
conductor is defined as the energy required to remove an 
electron (hole) from the occupied deep level in the band 
gap to the conduction- (valence-) band edge, and depends 
on the charge state of the impurity-namely, whether it is 
initially neutral, or charged either positively or negatively, 
with an integral multiple of the proton's charge. A deep 
impurity level is one produced by the impurity's central­
cell potentiaL 1•

2 The charge-state splitting of a deep im­
purity level in the band gap is the difference between the 
ionization energies of the impurity with charge Q and the 
impurity with one fewer electron (or hole). Experimental­
ly, for defects in covalent semiconductors, charge-state 
splittings are typically a few tenth;; of an eV: For exam­
ple, the ionization energy of s+ in Si (0.613 eV) is 0.295 
eV larger than the ionization energy for S0 in Si (0.318 
eV).3•

4 The purpose of this paper is to account for chemi­
cal trends in the observed charge-state splittings of S, Se, 
and Te in Si. 

The charge-state splitting of a dt->ep level is a many­
body effect which results from the Coulomb interactions 
among electrons. In a potential-scattering one-electron 
theory, the type of theory one normally uses when plot­
ting a one-electron energy-level scheme or band structure, 
the defect potential is state independent and the charge­
state splitting il' identically zero. In one-electron theorie~ 
of the change-of-mean-field type, such as Hartree or 
Hartree-Fock theory, the charge-state splitting is nonzerc. 
because the one-electron potentials are state dependent. 
To illustrate this point, consider atomic He in the Hartree 
approximation, assuming ls orbital wave functions of the 
form exp( -Zr /a) , where Z is the effective charge and is 
treated as a variational parameter. For the ( ls)2 neutral 
ground state, we have an effective charge Z = ~~ and 
E'~s(Z = ~~ )=- ~~: Ry, and for the singly ionized state, 
we have Z =2 and t: 1s(Z =2)= -4 Ry.5 The ionization 
energy E/ of He-~- is 4 Ry or 54.40 eV. The ionization 
energy Ef of Hen is 

Ef=E101 (He+)-E101 (He0 ) 

=E',s(Z=2~-2E'~z(Z= ~: l+U 

= ( ;;~ ) Ry • 

where 

' ) ~'' R U = ( ls, ls I e·fr lls, ls = ( .;.; l Y 

is the electron-electron repulsion integral. The charge­
state splitting of atomic He and Ht: -•·, calculated in tllis 
Hartree.approximation, is 2.30 Ry: 

!::.E=E/-Ef 
"'":' 2Q~ 

= -2Ets(Z =2)+2t:ls(Z = ;~ ! - U =\ 115) Ry . 

Experimentally t:.E is 2.19 Ry,6 indicating that exchange 
and correlation effects contribute of order 5% (ar.d 
presumably can be neglected in calculations of charge­
state splittings for defects in solids). 

For S, Se, and Te in vacuum, the experimental charge­
state splittings between the neutral ( s ~p 4 configuration) 
and singly ii':lized (s 2p 3) states an: 13.04, 11.75, and 9.59 
eV, respectively.6 However, the corresponding charge­
state splittings for the deep levels ass,lciated with S. Se, 
and T c in the fundamental gap of Si are approximately 
two orders of mag11itude small<~r: 0.295, 0.286. and 0.212 
eV.'·"·" These small splittings, which are typical of deep 
levels in semiconductors, are in accord with theoretical 
prdictions.8 Roughly speaking, one of these orders of 
magni:ude comes from the scrct..1ing of the Coulomb in­
teractions, e= !£" ,. , in the semiwnductor by the dielectric 
polarization of the valence bane. E'~ 12; the second order 
of magnitude is attributable to :::e fact that the average 
separauon of correlat~d electrons occup~ ing the deep lev­
el, r

3
,, is approxin~ ,: ·i,· a l~ttice nmstanr ::,5.43 A rather 

than a Bohr rat'li; . . 5 .~ A. The electrons are separated 
by such a large di·::tncc be•:ause the dee-p-level st:,te in the 
gap i!' antibondin;, and hostlike, u with its wave function 
spread primarily over the four neighbors to the chalcogcn 
impurity. Thus the average separation between clt.:clrons 
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is roughly the distance between Si neighbors on opposite 
sides of the chalcogen. (Recall that, in contrast to the 
hostlike antibonding deep levels, the hyperdeep levels1•2 of 
S, Se, and Te, which should lie ::::: 15 eY below the 
valence-band maximum, are the bonding chalcogenlike 
states.) 

In this paper we present an empirical tight-binding 
theory of charge-state splittings for deep impurity levels 
in semiconductors and apply it to· S, Se, and Te in Si. 
Hence this work is complementary to earlier studies, using 
local-density theory, of the S defect in SL8 

II. CALCULATIONS 

Our model employs the Hjalmarson model of deep im­
purity levels, 1•

2 the Yogi sp 3s* empirical tight-binding 
model of electronic structure,9 and the Haldane-Anderson 
model of Coulomb effects. 10 Although the Haldane­
A)lderson model was originally designed to treat transi­
tion metals, it has been adapted by Sankey and co-workers 
for the treatment of deep levels associated with interstitial 
defects ·in Si.11 Since it provides an especially simple and 

/ 
conve')liE!flt scheme for executing self consistent calcula­
tions in a tight-binding basis, we use it to study the 
charge-state splittings of substitutional deep-impurity lev­
els, including the chalcogens in Si. 

The Schrodinger equation for the perfect crystal is 

(I) 

where E • is an energy band structure and 1/• • arc Bloch 
n I; n l 

functions. A point defect or impurity breaks the transla­
tional invariance of the perft.'Ct crystal and induces some 
perturbation potential V. The eigenvalue equation for the 
imperfect solid is 

(2) 

The formal solution of Eq. (2) in the f0rbidden band gap 
is given by 

(3) 

where G0(E)=(E-H0
)-

1 is the Green's operator and is 
real in the band gap. A nontrivial solution of Eq. (3) for 
1{1 exists if 

det[l-G0(ElV]=0=det [1--P f-"' dE'(E -E'l- 1 
"'i;.' ll/1 -)o(E'-E -l(l/1 -IV]. 

r.o """ "k "k ll k ,r . 
(4) 

. . 
Here P denotes a principal value integral. The perfect crystal Hamiltonian H 0 in the neart'st-neighbor empirical tight-
binding sp 3s* -basis model of Yogi el a/. 9 is .. ~ 

H 0= ~ [ liaaR)E1,0 (iaaRj + jicaR+iDEi.c{icaR+dl] 
i,u, R 

7- , ~ [ liaaR)V1iR,R'+dl(jcaR'+dl +H.c.]. (5) 

i~j.a. i, R· 

Here. i =s, Px• Py• pz, or s• labels the orbitals, a and c 
denote anion and cation (for a polar semiconductor), a is 
the spin ( T or !), R specifies the unit cell, and H.c. stands 
for Hermitian conjugate. The transfer-matrix elements 
V11 are nonzero only between nearest neighbors. The 
states liaaR) and licaR+d) arelocalizedorbitalscen­
tered on the anion at R and the cation at R + d, respec­
tively.9·12 The defect potential for a single impurity locat­
ed at R = o (taken here to be an "anion" sitel can be writ­
ten as 

V =~I iaaO) V;au(iaaOj 
i,a 

+ ~ licaR+dH'.cu{icaR+dl , (6) 
i,u, R 

where the sum on R is taken over four neighbors, and the 
basis orbitals at 0 are impurity orbitals; The impurity po­
tential includes a central-cell part, because that part of the 
potent1al is responsible for the formation of deep levels; it 
contains a first-neighbor contribution because the impuri­
ty wave function is located on the neighbors and neglect 
of this part of the potential would lead to charge-stale 

splittings too small by a factor of :::::10. The off-diagonal 
matrix elements of the impurity potential art' assumed to 
be independent of t!'e ionicity of the defect, in accord 
with Harrison's ruk'·~ !hat they depend only on the bond 
length. For simplicity, longer-ranged contributions to V 
are neglected. 

The problem of determining the deep-level energy E for 
a given charge state has two parts: (i) finding E as a func­
tion of V (that is, V;au and V;cu• where i =S, Px• Py• or Pz) 
by solving the secular Eq. (4) using the known Hamiltoni­
an H 0, and (ii) determining the appropriate self-consisteJJt 
potential V, and the charge distribution determining it. 
Since (i) has been discussed in detail elsewhere, t.l we ex­
plain only (ii). 

For a free atom, the one-electron energy of the valence 
electron in spin-orbital a (a =s l, s ! , Px 1, Py T, Pz l, 
Px !, Py !, or Pz!) for the ~iven contiguration { na l de­
pends on the configuration and is approximated by the 
following expression of Haidane and Anderson, 10 using 
three differem electron repulsion parameters U ss, UPP, 
and Usp: 

(7) 
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and 

(8) 

where a is rhe spin ( : or 1 ), we have j =x, y, or z, and the 
prime on the summation indicates that the self-interaction 
is excluded. Here na are the occupation numbers of 
spin-orbital a and they are inregers (0 or ll for the free 
atom. Sankey and Dow 11 determined the five empirical 
parameters E,0, £~. Uss, UPP' and u.P' using the require­
ment that Hartree-Fnck s- and p-electron energies and the 
observed ionization po:en:ials of the free atoms be fitted. 
In th~ solid, we assume that the electronic energy of an 
atom is a continuous and differentiable function of occu­
pation numbers 14 "P. with the same empirical parameters 
U as those of the free atom- but with np. not necessarily 
integers. Here we have the notation ,u::(a,b,R), where b 

is either a (for anion) or c (for cation) and R denotes the 
position of the unit cell in the crystal. The anion site of 
the central cell [see Eq. (6l] is denoted by D=(a,o\ 

The spin-orbita! occupation number is np. = n ~eep +n ~. 
where n ~ comes from the redistributed electrons in the 
valence bands and can be found by integrating the local 
spectral d.!nsity of states DP.(E) from - oo to the top of 
the valence band (zero energy), i.e., 

0 
n~=- f_.x.f(E)Dp.(E)dE, (9) 

wh~re /(E) is unity if the one-electron state of energy E is 
occupied and zero otherwise. The spectral density of 
states Dp.(E) is related to the Green's operator G0(E) of 
the perfect crystal by 15 

Dp.(E)= (,u lp(E) I ,u) =( -lhrHm(,u I G(E) I ,u) , 

=(-1/1rllm(,ul[l-G 0(E)V]- 1G0(E)I,u), (10) 

where p(E)=( -l/r.1ImG(E) is the state density operator 
for the perturbed crystal, and the last relation comes from 
Dyson's equation. 

The total spin-orbital occupation number includes a 
contribution from the deep level and is given by 

(11) 

where 11/J; ) are the wave functions of occupied discrete 
states in the band gap. The wave function of the discrete 
state at energy E in the band gap can be obtained by solv­
ing Eq. (3) with the norm.1lization condition 15 

l = ( 1/1 11/J) = ( l/JVG 0(£) I G 0(E}Vl/J) 

=(1/JI V[G 0(E)fVII/J) 

Since we have 

the normalization condition becomes 

(12) 

(13) 

(14) 

Finally, the new matrix dements of the impurity poten­
tial can be constructed by the following: 

Vp.=(Jti V!,u)=(,uiH-H0 j,u) 

=Ep.(impurity)-EP.(hostl. ( 15) 

Now, the self-consistent scheme is implemented as fol­
lows: For the input impurity potential VP. on each site, 
we solve Eq. (4) for the eigenvalue E. With this eigen­
value E and input VP., we compute the total spin-orbital 
occupation numbers n P. for the site by Eq. (11). These n 

. Jl. 
give the new VP. by Eqs. ( 15), (7), and (8). This procedure 
is repeated iteratively until self-consistency is obtained. 

III. RESULTS AND DISCUSSION 

The above method was applied to S +, S0
, Se +, Se0

, 

Te+, and Te0 donors in Si, because they are well-studied 
substitutional impurities ar.d experimental ionization en­
ergies are available. For the unperturbed host Si band 
structure, we used the empirical tight-binding model of 
Yogi eta/., q which yields good band structures, including 
the lowest conduction band, with an indirect band gap of 
1.17 eV. In computing the defect levels, the sdf­
consistency scheme was iterated for those ,u, .referring to 
the central cell only .16 Then, using Eq. (3), the wave func­
tions at the first-neighbor sites were computed, as well as 
the charge densities np. [Eq. <9l] and the defect potentials 
[Eq. (15)] for ,u referring to these sites. Then Eq. (4) was 
solved for the defect level (without iterating the defect po­
tentials on the neighbc;>ring sites to self-consistency). 16 

Our calculations show that the neutral and singly ion­
ized centers each form an s-like A 1 state in the band gap 
and a triply degenerate p-like T 2 resonance state just 
above the condt.:;tion-band edge. This A 1 state is pulled 
down from the conduction band because the chal­
cogenides are more electronegative than Si. The A 1 state 
is occupied by one and two electrons for the singly ionized 
and neutral centers, respectively. Although the charge 
states of the two levels differ by unity, only about 8% of 
each deep-level electron's charge resides within the central 
cell of the impurity. 17

-
19 Ionization of the neutral impur­

itv decreases ~an de:p from 0.16 to 0.08, but n: - in-
• ~ aD aD 

creases to almost fully compensate this effect. Thus the 
valence electrons screen the deep impurity to make it lo­
cally neutral in the central cell, regardless of its global 
charge state. 

The predicted absolute ionization energies of the 
chalcogen's deep levels are given in Fig. l, where they are 
compared with the data of Refs. 3 and 4. The agreement 
is gratifying, especially since the theory omits the effects 
of lattice relaxation/0 the long-ranged Ct,ulombic 
electron-impurity interaction, and electron-electron 
correlations-and hence can be expected to have an uncer­
tainty of a few tenths of an eV. Indeed, the agreement be­
tween theory and data becomes excellent if the theory is 
shifted downward by ::::::::0.3 eV. We are aware of one oth­
er self-consistent calculation of a charge-state splitting for 
a chalcogen substitutional impurity in Si: Bernholc eta/. K 

treated S in Si. That theory predictt.-d an A 1 state 0. I cV 
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FIG. 1. Deep energy levels in the band gap of Si of the singly 
charged and neutral chalcogen impurities. All energies are mea· 
sured with respect to the conduction-band minimum or ioniza­
tion threshold. The theoretical predictions are denoted by solid 
lines (with their energies underneath) and the data of Refs. 3 
and 4 are given by dashed lines. Occupation of the A 1 one­
electron states by one or two electrons is denoted by solid circles. 

below the conduction-band minimum, and found Tr and 
£-symmetric resonances somewhat above the band edge. 
After including the long-ranged Coulombic electron­
impurity interaction, Bernhok et al. predicted first and 
second ionization energies for S of 0.25 and 0.45 eV-in 
satisfactory agreement with our results of 0.01 and 0.24 
eV. The theoretical uncertainties in the self-consistent lo­
cal density calculations are comparable with those of the 
present work despite the orders of magnitude greater com­
putational complexity of that theory, which, because of 
problems related to obtaining the correct energy-band gap, 
must include many bands to obtain an adequate represen­
tation of the conduction-band spectral density in Eq. (4). 
(The present work circumvents that problem, in effect, by 
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using an empirical fit to the conduction-band structure 
and the density of states.9

) Shimizu and Minami, using a 
cluster molecular-orbital theory, predicted an ionization 
energy of s+ in Si of 0.57 e\'.21 While this energy is in 
excellent agreement with the data, the wave function asso­
ciated with this level appears to be quite different from 
that determined experimentally.18

•22 

The charge-state splittings of ionization energies 
predicted by the present theory are 0.23, 0.22, and 0.19 
eV, and are in good agreement with the experimental 
values 0.30, 0.29, and 0.21 eV (Refs. 3 and 4) for S, Se, 
and Te, respectively. The chemical trend in the observed 
charge-state splittings, I:..Es > I:..ESe > ::-:.ETe , is correctly 
reproduced. The value of 0.20 eV obtained for S by 
Bernholc et a!. 8 is slightly farther from the data than our 
value, but this difference is not significant, and the two 
theories should be viewed as giving the same prediction. 

The predictions of deep-level energies obtained here are 
very similar to those predicted by Hjai:narsonet al. 1•2 us­
ing a non-self-consistent theory for neutral impurities. By 
iterating the theory to •.elf-consistency we have been able 
to obtain charge-state splittings of the magnitude observed 
experimentally. However, the present work shows that a 
deep impurity tends to remain locally neutral in its central 
cell, regardless of its global charge state. For deep levels 
associated with single or double donors or acceptors in co­
valent homopolar semiconductors, the splittings are 
known to be 0.2 to 0.3 eV in magnitude, and can just as 
accurately be taken into account by an ad hoc adjustment 
upwards (downwards) of the neutral defect levels by ~0.2 
to 0.3 eV for each extra electron (hole). Of course, this 
should not apply to highly charged states of defects in 
strongly heteropolar materials or to systems in which 
there is significant charge transfer. For such systems, ful­
!v self-consistent theories may be necessary. 
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Localized Perturhations in Scmieomluctors . 

• TOil:\ H. ]hm 

]h~])(lt/11/l'lll oj l'ltyxie><, Fuit:er>:ity oj ~Yolre ]Ja/111' • );(l!r·t· JJamt•, 1 ~ 4{ji)5(i 

I. - Introtluclion. 

Iu t.llext• ]Pt·11ll'P" '"'-'out lim• a :->illl]'IP hut gt'JH•r:d t!H·ory of elt>c·1 nmie statt·s 
a.sxtwiated. wit11 lot•aliz~·tl pertnl'lmtious in xemieontlnetors. Tlte haz.;k prohl{'m 
wt• c<mHdclt•r is t lw « <h·ep-leYel problem », llnnwly prl'llieting the point-defed 
<!lH~rgr h·n·l;.; tl1at lie IH'Hl' tllt· mi,Wlt• of the h:llld gnp of H semieomlu('tor. 
\\"hen we b(•gan worJ-. 011 thh; proldem, n d<:'ep h·Yd wn;.; dt'fiuNl ai' a len~l that 
\nts uot shallow, nnmdy one. more than 0.1 e\- from th<' ll<'Hrest lxmd edge-a 
leYel thnt <'onld not be thennaHy ionized at l'oom temperature. (Thnt definitio11 
hns sinc·e beenr<'Yised: ;;ee below.) Onr own interest in the d€'ep-Jc:\'t>l problem 
resulted from data of \\"olford a11d Streetman for the K impurity in GaA .. <;1_~l', 
alloys [1]. Thi:> impurit:· appeared to be shallow ill GaP, liaYiHg a binding 
ener;.:·y of ~·uly :::: 11 lllt>Y~ E<Yen ~mnller tlwn tlJe 35 m(,y <•Jredin·-mnss tlteory 
binding em·r~')- of the shallow donors S nnd Se. Howen~r, it became a g(•nuine 
de('.p h:Yel iu the alloy for :r :::::: o.J and merg(:d into the <·muluetion baud as a 
resona.ne.e for m< 0.22 (:;;(•e fig. 1 [::!, 3]). Tlms the ~ impmi1y h.JYcl was appn t·­
ently shallow (for :r: = 1 l: deep (fnr .•·:::::: 1.1.5) aud no leY<'l ;~t ::11 (for ;r < 0.::!:!) 
as one Yaried nlloy ('Ompositiou •l' ('Ontinuously from G<~P (;r = 1) to G:t..::\.s 

(•r. 0). 

l'J. GaA.s,_,r1'..,. - Tla• alloy l1o,;t naAs1_rl' ... lws a lJallll ,;tnwtm·~· tl1at i.;; 
w~·ll th·,:,·t·ilH!Il hy tht• Yit·tnal·l'l'~·.~1:tl :t]l]ll'o:Ximat ion[·l] :ntd ntrit>s tcmtir·:umxJ:--· 

ft·olll I' I w tli n•ct -;.:·;~ p band. s 11'11 d lll't• of (3;~..-\.:-; (wit ]J t lw I'OlHhH·I'iou lm 11d mi 11 i um m 

at T = (0, 0, 0) in tltl· B1·illouin r.mw) to 1 Jw indimt,1-g:lp f'trncture of GnP 
(witlJ tiH• coJHlm·tion h:uul minimum Jl<'ar tlw X-point: (:!:r/aL}(L o, 0)) (SN' 

Jig.:!). 'l'lu• lJ:Iltd ga}• .,f GaAs is iniht• iufl'a-r<>cl. l'm·t• Ga.As wou].~ ''lllit i'lH·-h 

ligh1 lwcan~:>t•. tlu· hawl .:.::ap i,; diJ·pl't~ aw11:lw magnitml1· of 1lw ulollt<:-nllllll of 
a.t;IJpt·maliiw'l dt><·tron-hol·· pair, Jl.·. k1,1, <':1il be 1•qual t.o thal of t.ht• t•mit1··cl 
photon: :!:r)., whil'lt j,; l's>'Pllt:ially zt·ro on th.• sc·ah· of ihi! H1·illonin zom•. Jn 
f·ont ra.~t . Gal' ha" an i ud i !'• ·c·1-gap bawl ,;iJ'Ht·t'm·t•, ;nHl :>0 a. 1:hl'l'llla li:wcl I'IJll­

lltH:tion elee1r<~u lnt=' a ><i)!l!illl·:lllil~· tlifl'preut \\'U.\'1! n·<·lor fn•m a t]H·n:,;llize,l 

30 • Uemli<-o,ti s.T.F. • r.xxxrx 41.i5 
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1.4 

" GoAs 

J{IJI:'\ D. )11•\\" 

Fig. 1. - Illustmtion of the dC}leudencl!l: of shallow and dec}l impurit~· le•els on ullo;;. 
composition x iu Ga~\s1_,.P., :tllor~. :titer ref. [2, 3). The zero of energy is th{: 
\'aleuce :Uam! lllil:X iumm; 1'1···· diJ·ect t•onduction :Unud edge is rl and the iudiJ·ect edgt· 
is xl. The X aud 0 deO}l lc,·els :tre demoted :Ur solid liucs. The shallow lcYelS of s 
(or Sc) arc denoted hy dashed lines. Xotc that tlu.' direct-indirect cross-oYer occur" 
for ~; ::= 0.45 and that the shallow-Ie,·el :Uinding cntll'!-':' is larger in iudirect matcri:tl 
(bec:m,;e the effective IIHJ!:'S is larger). 

hole. Hc.nce puro GaP ca.nnot emit light (\WU t.lwngh its ba.ncl gap is in the 
green-a highly visible 11art of t.ho spectrum. ThCI alloy has become tcchno­
logica.n~- important, bcca.usP, fot· ;r :::= OA, the.> han<l gap lh·s in the vjsible 
(rc1l}, but th(\ bancl struct;urt• is sWI ilirent-lu·aee tllis 1natt•rial ;:; tH:tplor(•d 
iu l'('(l light·(l11littiu:.r climh•s (JJBDs). 

1':.!. Col1111111 Y .~it1· ;,,, 111'ili•··~ X. 0, :-; 11111/ ::-;P in OaAs1_,.1',..- To f:~hl'i('nh• 
a li.!!ht-<•Juitting diol!t• 1 hat t•Juits in tlil• ~·~·llo\\' o1· 1 l!l' J,£1'<·<'11 from 1ht•Jo:t' alloys. 

out• !l('t•rls a som·c·{' or· siuk of c·rysl:tl IIICJIIH'lltUill. K ~::: (:!:T/111,)(1 ~~~~II}, so 111:11 
tlte s<'lt•c·tiou ruJt• T..- /;h ± K :-=II c·:! •c Ill' :<:t1 i.~1ic•cl. TIIIJ>lll'itil·:< c·a11 supply 1!11~ 
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Go.? 

( 11 I) r ( 100) X L (Ill) r ( 100) X 

waveo veoctor k 

Fig. 2. - Rll'CirolliC Cllerg:r balld structures E(k) of GaAs and GaP from L 1<• r to X 
along: the (100) (i.e. r to .Y) IIIHl (Ill) (i.e. rio L) directiolli; of the Brillonill ZOIIC, after 
)!. L. 1 ·ouE~ :l!Hl '1'. K. lh:HGi'Tm~:::sm:: l'ltys. ],'et· .• 141, i:S!J (J !lOu). ::\ok that the hand 
gap of Gn"\" is dirc•t·t lmf in tlw infra-reel; GaP lws an indil't•ct .~all from the ,-,l]euce 
lmll(lmaximnm at r to j h<.' IIOIHlud iou kmd minillllllll at X, in the yj,.:iiJlc region of 
llw spec1J'1Uil. 

JWP<lt•d moJJl<'~ihllll, \\"ith the impurities mol5t likelr to t:<"<·m· on the tolumn Y 
xit.e of GnAs1_..,l',. being X, 0 1 S :wcl S<~. Ironif:a.lly1 two of these imJmriticx, 
::5 and Se~ prodtwe Nllallow l<>Yclx in the band gn.Jl of Gu.A . .;1_,P., tlwt li(' (']ose 

to tlw eonduetion band edge fHld follow t.he edge as the t'Omposition ·nuies. 
But two do not. Ox~·ge:1lies several tei1tll,; of an eleetronYolt de('p in the b:1.11d 
gap (lf Gn.P and its <>:H.'rgy lt~n~l deereas<>s linearly as ;r.: decreases-it i" a genuine 
<lt>~'P l;;•yd h~· all d('finitiom. The b<·lwdor of K (with respe<·t to tlw Y:llenee 
hand mnxinmm) i,; {',;petinlly int-erel'timr: in Gal' it is apJW1'CIIfl!f ~dwllM<' with n 
llmeY biwling ClH?l'.:!Y: and: with dN·reash1g aHoy <'Ompoiiition .l.', it;; t'llPI'l£Y 
]("\"(>1 de<·l'-?H>:f:'S lilw:n]~·, ,;imilnr to t.1Je oxn:H1 deep leY<>L hec·oming H W'llllill<' 
tlt•t•Jl trap (h:.- t11\• old definition: mor<· tha1~ ll.l t•Y from tlw <"OllttUl'tioll lmud 
Nlg<•) for .r::.:: lUi .• --\t .r 0.:!.:!, iwwt•n•r. tht• :S I~·n•l J.Wt•s htlo t]w <·OJHllu·tiuu 
baud. IH ot]J('l' \\'Or<l;; 1 :S a}Jpear,; to be shallow t•ner)'!eth·nlly for .l' = 1, il; deep 
for :1• = n.J antl if> a r<'smw nt·c• for :r (I (,;p(' fi)'!. 1 ). )forPon•r1 i"IH• :S ieYel is 
nnittt:~t·lu:>cl to tlt<> <·ondudion band t•dg<': n1~d dE/<L-r for thiill<"n·' is <"hnrnt·h.•r­

i,;1 it· of a llt•t•Jlli'HJI :<lleh us 0. Tlwst• fa('t,; lt•tl11s to bl·lit•n• 1]ta1 :Sis~ ill fact 1 

a t[('(•p lt·n·l whost· CIH'l'.!!}' <HTith•nlltlly lit•,; dust> to t1J{' I'Ollthtdion 1m1Hl edg·(' 

ill Ga I' :1 wl hi·1·olllPs J'(•,;otw J!l ill (iaAs-:!1 ul ftwu,;:-;ed our a l"tt•Jllioll Oil :S a8 

tl11• pnl1o1ypit"al tlt•1•p trap [5]. 

2. - The Yugl model of clcctronit.· ~tructure. 

'J'}w i'oliJH!at ioll fol' llllil'lt of 1\'}t;:l \\'t' ,;]!;d) di,;t•llsS itt t]tt",;t• }l'dUI'I',; i>: :Ill 

t'lllpit·il•;•] 1 i~it1-hitHiill;!" 11H•Ol',\' oj" t·]t•t·i l'ollk Si 1'111'1 lll't• dt•Ydtq!t•tl hy \"t)(i], 

ff til. !tiJ. Tltis iht•ot·y ]~:~,; i lm•t· tlbt"iPglli:-;Jtil!J'! f••;tllll'<"~: i) 11 pl'fl]il'l'ly J'I'}JI'l'St>r.i:< 
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t.hn ehcmistry of tlH~ sp3 homliug, ht•l·an:-t• i1 l~a:; a ha~>ix wlli1·h itu·ludl•:;: Oiit' :~ 

m·hital :nHl t.lm·<~ J.l m·L:1alx at t·u•·l• :!llllnie :-:Ht• (::s \n•ll ax Oil<' addilionul $ 

oruital: .~*). ii) H }ll'OUlll'('!\ iullir·N·t-g:tplJ:!]HlxtrlldUJ'('I\ f,,. l:'i llll!l li:·P wit], 

a. miJJimum mrwlH•r of basi:- fliiH:timrs, Hn· }H'l' 1$ih•. (i'an·t· str~-l,:l,:il'l 1i).:'ht­

bimliug mmld:-: do uut; tl1<• t•xir:: x* orbitnl p•·••I1Ul'l'X t.lH· illl1iJ·t•(•l, h:.::d :-1 nwlnJ·t· 
by pushing the iwlit'<•<·t co11<hwtion huml miuinmm dow11 ill ('Ju·l·g;r). iii) ~flw 

pa.rameterR of the J l:mniltolli:lll t•x)li'!Jit nmllifc•st dwmi•:::l t ,,;)1(1:-: I lmt arc• touifi<•ll 
in sen ling rules: tlw <liagoua 1 lila tri;x: clem<•ul:: lll'<l r<.·ht t t•(l to at OIHif· t•Jit•rgit·s~ 

und the off-<lingonalmatrixdt~Jucnts are i 11Yl'l'lwly propo1·tiOiwl IP <l~, tlJC ~qlWl'<' 
of t]Je bond l<'ugth (Harrison'N ruh• [7]). 

This cmpirit'nl Hamiltouian W:tll arriY<'d ut h;-.· Yom. and HJAI.:lllAl!!-:ON :litN' 
a gr<.•:tt dt•:•l of l:tlwr an<l l'l']ll'Pi\Nl1s nn att1•mpt. to :-:imulta!l(•uuxl~· «il·~··rilw th<· 
Nwrgy bauds of sixil·<'ll :-:t·mh·mulu<·tors. Tl1c.; Yogl n•···h·l dt·t·W mm·}J of itx 
iux}JiratioH from Ha.rri:mu's ho1ul orhii a] lHPtl1•J [8], whi..J1 \Yas one uf t lit' jir~St 
xucccsxful nttcmpt.s to llen•lop n simpl<' Il:lllliltoHiau f•>l' dt•ilcriuing <'Ju·mieal 
t•·c1Hls for many scmicoJHluetm·x~it <leseriJ,(•u Y:ilt·Hl'<' hand Rtl'll<'hll'I'S ra l]l(•r 
:wruratei:•. A distinguishing fca.tun.• of I Jw Y ugl modt•l is its H bility to I'cprollm·e 
general features of the ]owt'st con<lucHou l•:tuds :«~ well. 

TliC scaling rules for t·hemitnl tren<l~S in the p:munet.el'S of the Yogi mollcl 
are very illlJJOrtant. Because of tlwm, tlH• Yogi H:.miltonian call be genei·aliz<'d 
to treat inhomogNuJous scmkondnctm:;--<<Yen thou;.·l• the infol'matiOJ1 <·ont:dn<'d 
in tl1e model's parameters eonH·:: ex«:}u:,iYd~· from the kn<rwn elH'l'.{:.')' b:md 
structures of l!Onwgcn<'ous ~o:.Pmieonductor;,;. For examplt!, if one atom is chang<•ll 
(e.g.~ one 1' in Gar is rep]:• ee<l hy a :S ntom), the matrix <•lt>m<mts fort he chall;:\'ell 
Hamiltonimt can be dt•tlm·"'d by <·lw:•ging t111:' host lllntrix dt•nwnls according 
to the scnling rules. 

']'he ba~i1· p1Jiloso]Jll~· in reH l (R) spMe of empirical tight-binding them·~· is 
~imilar to tll<' philo:·m]lhy for m·dhwr~· ]'l'l<'mlopot('ntial rlwory (iu k-l'p:a·<·): 

rt'move th<· distant parts (in R-sp:H·t·) of tht> 1Iitmil1oninn mul htm}' then1 in1•• 
ncar-neighbor paramt'ters that ar<:- dett·rmi1wd empirkally. 

'right-binding ba~o:h; funttions !11bk) are contnl('te<l from (nnlmowu) loc·ulizNl 
qu~u;i-atomk orbitals j11bR1) 

(1) jnblt) = x-! I ;nuR;) <'X]1 [ik·R.i + ik·vb]' 
J 

wlu-1·<· 11 .<;, Jl.,, 11,, 11:. or..,.:, sjwl·ifiN; tlH• ha,;i.: nrhital~ \H' haYP 1J =a. {aniou) 

m· II=('. (1·a1iou), /,·is i11c· Him·]\ \\':t\'l' \'t'!'lor, ll; is :til :111io11 sil1• iu a ziul·llll'll!lt• 

sh·twhn·p, WI' lll!YI' 1'• = 0, :11111 1', j,; I lll' posit io11 of il11• 1'111 i«'ll 1'<•1:11 iYI' to 1l11• 
allion. lu this ba~ds~ i1w ;';l'l'lllar l''tll:tliuu l'l'dlii'I'X to Ill<' .111 X]U :-:ysti'IJI 

(:!) (H"- f(ki.))!hi.> = il, 
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!kJ.) 2: lnlJk)(nllklki.) . 
n,b 

lu tlw !11hk) ti.u:llt-hiJHling- haxis \H' lwn' tltt• lll>:]o Tiamil1olli;ut nw!1·ix 

(i. = l, :!, .... HI) 

J••tl 

"'" 1"•"·"19: l~·, ... ,.t'j 

II'_., l"tp .. ,,rlg, 

11•.4'1 -l"(f'<'·•~"Hll 

( 4) ~p,lll -npa,orr191: 

111•<') n•n.pr>9: 
IP."I l't.q.~,!l~ 

:t•.t'l l't~<II,JH'ff: 

)o:"•H 

l•"f'} 

and 

\Ye ]urn: 

(5) 

- I'{J:UI,:ro")J~ -l'lpn,•l')y~ -I"•JIII,arl,!f, " l:tJ1041 l~t ... t·rl!f· n.r,§''• 
E!p.•) l"(.r,1IJI~ n.r .. np. 

}."•!··"' l"j.r+ . .-191 J"(.r,,.tJ:g, 
l'j.r, .. ·,p: l"(.r ... Jg; f'!J,~IQ: J:ip,r) 
t't.r~y,g: l'j.r,.r}g: ,.,.r.~.g: J:tJ•,I'I 
ri·"•!fl.rt: l'p· .. ~~:~: I"IJ •. rtg: 

" " .~,, •• l,Jii'lrf, f'p;"Jt,J•I'I!J': 
_,.t/'4-~f')!Jt -l'tpn,•""•·)g: r·,,.n ... •r•s: 

(saR!HJsaR) :::. .. E(il: a), 

(paRJHJJMR) = E(Ji, tt), 

(RcR!HiiltR) = E(t~, e) , 

(JlcRIHJJicR) E(JJ, c), 

(·~*aR!H!a*aR) B(H*, a), 

(x*(:R!Hit~*cR) = E(t~*, c), 

J(.'wRJR;xcR) = F(.~, .~), 

4(Ji~aRJHlh·•·R) = T'(.t, :r:), 

.J(pJalnr,,.,~.J~/ = F(.r.tJl . 

.J(xaRJ!iJI.rtRi-= r(-"a:J·•~·, 

l (JI.,aR;IIJ.~cil; = Y(HC, Jm) , 

·I (-"'''aRjiiJp .. dl) = r(x*tt, pr:) 

nwl 

.. 

-J(1'zaRJHi.~':'cR) = r(p.:, .;;*c). 

l"t..rdtlg, -l·tpn • .-•.·~:t. 

1"t-' •. •Jg, - l'\l•ll,,•r;g, 

t\t~ r;g., - l'tpn,•'··lf1 
l·t•""•l"'!g: 

" rt~"'*'·' ... '!lr 
/.*1p1rl l't"'""·l'f'l!l! 

r .... lf,JH"J!J, /:( ...... !) r~···•"lp., 

n ... •;••,u: ;; .... , .. , 



470 .loll:-> JJ. I>UW 

'l'lli:-; is tlH• lmsi<· Hamiltouiall to Jw use~! tlmmg-lwut t];p pn•si•H1 Wo1·k. 
'rlll' l't•ad<•r slwulcl ht•<·ouw fa 111iJiH I' wit II i I hy workiug- tlH' follnwii:g- tlm•t• 

l'I'Ohh•IIJi<. 

I>1·oblnn 1. Computt· the <'JH'J'gy !mud strut'tnr<• ;H k = 0 uf Gal'. taki11g 
yom zer .. of energy :1t tlw ,·ah•ue<· luuul maxinmm. Compare your n•sults 
with fig. j of ref. [0]. For G;tP the Yog'l tight-binding matrb:: eh·meuti! :trH 

E(.~, a)=- S.lJ:?.J, E(Jl~ a)= 1.1:!i.'W1 Eh c)=- ::!.Jfi7G, E(JJ, c)= J.]];.u, 
E(11*, <t) = s.:ilr.tl, E(.~*, c)= 7.1850, n~~, s) =- ;,.Jillft, r(.r, :r) = :?.1;-}Jt:, 
r(;r., !/) = ::1.1369, r(.wr, JlC) = 4..::!i7l, F(.~r·.1w) = 6.31 !lu •. F(.~* (ldiO) = J.GiJJ.l 

and r(Jw, .~*c)= 5.\l!)(lO. (For oth<:>r st•mil·oudtu:tor;;. :<<'<' n·f. ((i).) 

Problem, 2. Comp:;te tlH.' hand struc·tur<> 11t the X-poiut, k = (2:rfa~.)(1, o, O), 
of tl1t• BriJlouin zoue. 

Pt·oblr.m 3. "~rite 1lown the <·lwng(• in t]J(' Hamiltonian nwtrix, AH, in tlw 

lnbR) l.1:ti>is fnr aN" ntom rc•pJaeiug l' iu GaP nt R =D . ..::\.~:;ume that tlw homl 
kngth does not chang<· when N" rcplu <:<•:;]' and that the matrix element~> inYolY· 
iug s* remain unalt<:>n•<l (be<·<HlSt' ·"* simnh1tei' uoillcH;ali:'1YN·ts of dist:mt neigh­
bors). N"egleet dist-inction,; between tl1e Jwst bnsh: orbitals !11bR) nnd the cor­
responding impm·itr orbitals (in :mbst>qn<'m work, w<> :;hall ;H·hmlly b(• using 
the imp•trity orhitnl:; nt the impurity site). Show tlwt tl1e mntrix is 4. >:4. :· n<l 
diagonal. Suppose fnrtl1er that the diagoual mntrix el<>menti! 1: nml 1: of f}.H 

ul'e giY<'ll by the Yogl-lijalmarson s·N:liug rules (6) 

(6tt) 

aucl 

(Gb) f', = 0.6(1c(jJ, 2\)- W(Jl, P)) , 

wher<· th<.' ntomi<·-orbital ent.•rgies 1!' for N" HJH1 1' ar(' (6] 1r(.y, X)= - :?5.7130, 
1t'(JJ~ ~) =- HIA38S, R'(x, P) =- J8.9J:.!;:t nml ·1t·(p.l') =- JH.6t1·H. Fhwlly. 
nsiilg n•f. (H), lh•t(•J'IlliJH• tlw IJUJlleri<·a] Y;llll('l\ of t]l(' 1h•f{•o·l poh•utia):; Y, :tll<l 

r, for 0. S~ f\(• antl 'I'<• :md forK. C, 'S. 0 and F. H yon han· wm·k<·cl p1·ohh•m 3. 
~·ou haY(' !Wt up tll<' H:nniltoni:m for ohtuiuir,g t lu· dt·(•}l l<•n• ]:;-of :S iu GaJ •. 

3. - The Hjalmarson t ·· r. theory of 1leep impurit)' level.,. 

3'1. Quulitnlirr· r•umrkN,- lu tl"· latt> J!li'J!I\: Kous aut] t·ollaluwatm·:; d{·· 

YP]OJIPtlllu· <•11't•t·tin•-rna,;s tltt•n!'Y of ,;hallow im]HJI'itit•,; ill st•Jllit·ow!ul'lol':< ;!t] . 
...\c•t•OJ'I!i:Jg" to tJJi,; tJH'ol.\·, ;>II illiJlUI'i!~· l'Jlt")l a . ..;~ 1'1lh1'ti'•llill;.:" for.\:; ill(;;~.\;; 
pl·mlllt·t•:: :~ tlollol' l'h·d roll tim t m·hit.~ til{' {•xtra lllldt>ar •·lwrg·t· d S (rl'!at iYt• 
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to . .\,;) in a lan.r<· hyilro;:!•11i1· 01·hit, 1l11• Plln•lo]H' w::v1• fmtdiota for \\·}aidt ;;ath:lil's 
:a Sdn·(id ill_g-<•t l'l!'lHt ion 

(I) 

wh1·n· m* is th{• t·on<llll'lioH hand <•fft•etiv<• ll!Hi'l'!, Z is the exu.•,;s YHkn<·<> <of tht• 

impurity a1 om with n:~peet to the host ntom it r<·phwes (unity for S ou nn 
As site in GaA..;;}, e is t-lw GaA~ st:~tic did<•ct-ri<· constant, and E. is the 
en1•rgy of th<· conduction band edge (at k = 0 in G~tAs}. This eff<·<·tin-mn::~~: 
state has a tota.l '-ra.vc function t.hat i:> primarily a lll'Oduct of tlti:; em·elope 
funetion ~md the pN·iodic part of a Bloch function cntluntNl at the waYe 
vec1 or of tlw conduction band minimum [fl, 10]: it. i;; madl' up primarily 
from o1w band (the Ga.As conduction baud, in this ca;w}. The eiTeetiYe-Ht:tss 
~>1ate i.-; lardrogt·nir· and Yirtuallr 10!1 ~~. hostlik<•. Tlw impurity- level i;;: 
<< att:tched » to the wudnctiou band Pdg-e with a small binding energ-~- of ordt•r 
10 liH•Y (13.0 eV('Ill·*)m-0)2/e, where m0 is the free-electron mass) a.nd fol­
lows t]H· edg1~ wltcn th<· edg-e move~; HR a rt:sult of <>xtemnll~- applied pr<>ssm·<> 
or alJo~·iug (r.r~-, allo~·iug GaA~ witlt Gal'). Tlw shallow len·ls eontrol tlH• 
<>le('tt·i··:ll properties of t11e semiNmduetor. aud, nlthouglt t]w impnrit~- potential 
in tlw central c·ell often de·dntes gr<>atly (n f<>w <'V) from tlt<> Coulombic >alne, 
- Ze2/er, only the long-ra-nged Coulombic· potential sN~ms to ha>e a significant 
t':IIec·t on tlte sltallO\\" st:.res. (Tlti~; should be bothersome, bec·aus<> f'entrnl-<·<·11 
pntt'ntials of order 1 e\" must prodnC'e sonw effect on that :wale.) ::\Ior<·oYer, 
the -~l!allow .~tates are localized in 7.~-spa ('(" but delocalized in r<>al spac·<>. 

Th<> effN·tiYe-ma;;s tht:>ory a<·c·onnts for many of tlw data for im1mrity l<>n·L~ 
in the band gaps of s<>miconductors: ]IO\\·e·Hr. it does not ac<·onnt for many 
f:u·ts. in('huling tlte following: i) .~onw isodN·tTonic im]mritie~, sudt a,; :S 
repl:!t·ing 1' in Gnl', ]H'uftll('<' len•l;; in th.' .~H]l rle>:pit(• the fac-t t]J;tt th<>ir vall•Jw<· 
dilYt·t'<'lH·es Z ar(· zero, a 11d iil some Je,·<>Js in th<· ga11 lie far (mort' t1Hm 0.1 (•Y) 
from n ha.ml (•tlf.!e and are ~deep leYels ». Enrly at.t<>mpt;; to explain these 

f;wt~ n.ttempt<'<l to modify th~ eff<><'tiYe-m:l"·" t-lteot-y to prodn<·<· la-rge1· bintliltf.! 
Clll'l'.::i (' ~ • 

~\. f'('lliJ·ai poi:11 of tlH· Hjalmar~on tlwory [JJ.J:!] is that erer!l h<>tero>al<•Ht 
~nl•stitut ioua] impHrit~· prochu·e:- both t• llN·p l<·Y<>l~ •• :llld sl1a11nw h·n•],-, and 

1l1nt tltr. « dt!<'lJ lr.u<ls » f7f> not 1/l•('(:.<umril!J lil' in tltr- juutlrt-n~f.lltftl luwfl fJ'IJil but. 
'll!fllJ l11! ·l'f.>lf111fl'ilt with the host lm-n£7.<:. 'l'lw llt><'P and ,_],:dlnw stat1•;; arc• two qnali­
b!iY<·l~· di1l'et·cut 1!']1(':'< of impm·ity st:t\1'" tlaat t·fWXist, lmt an· l'HT'{']y olts<·t·,···<l 
sitnult,;at!l'iiiL"]~-. Dt>t•p I<'Y<•],; ar•· •·•>tllJ'nll••tl h~· Tlt1• I'Plllr:tl-c·•·ll pn1c•ll1iat liaY<' 
\\';;···· fmwtioll:-: tlt;lt ar·· lilu•m· <·omhiu::tiolls rof .wav1• fmwl ion;.; from mauy 

(::--HI) ho,,l h:unl", :tl'i' nftt•n all1il•:•w:;llg- ilt ··lJ:tl'al'!n awl arc· l:al'f.!e]y ho.~tlila•. 
TlJ<• ILI·I'p-h·,·c·l ('!H·l'.t.;it•s :ll't• oflt•l• liB;ct l:it'lit·r: lo llt';tl'hy hl!Jll] Nl~··:; and do t~ot 

follow t l11·tu wlwu tlwy l!toYc· as a l'l''mlt of pl'l•ssm·•· ••r :tllo~·il!g. J h•<•p impnrit~· 
statt•s art• lw·;alizt•ll ill l't•al .<pa1·1· n il<L ch•lcw:dizc·ol it1 k-s]I:H't', Tlw U]l}lal'<'llt 

•" 
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<• hinding Cli(•J'gy ''of :1 dN·p len•] r<•latiYI! to a Jll'arll)- llawl t-dgt· i;.; oftt•H lm·gt• 

{IPilllll'l of <·Y) in nw~uitudP antl c·a11 lH• llt•galin·. \\"JH·Il a dt•t•JI 11·...-l'l fall~ ill tla· 
ftuul:tm<•nt:tllmJitl ,!!ap~ it <'1111 ITHJI t'X<·iton,., .,,. •·lml'_!!t· l':tl'l'it·l·.~. oft<•Jl l'lt]t;'lwiug 

tllt• Jwnr:HliatiY<' l't'<'lllllhin:t!:,di of t·h•etrom; :111<l hoh•,-, Tlm" <lt't'}l h·YI']:< 11·tul 
t.o iunuell<·<· t1Jc op1 inll pro}lCl'l it•,; of :;t•JlliNil <lu<'ltn·;.; (•n·t. at t·Hl!<.·<•ll1ra1iOJi~> a:; 

Jnw al'l 10 1~i<·m3• 

In t-hese lt•(•iuri!S~ we limit oursclYc;-; to lt·n·ls assodalt·d with .~JJ3·l)(IJH1e<l 

:-onh:;tit.ntional impnriti<ts. {FN di:;cu;.;:;iou:-: of intt•r;-:titial ·'~1'?..])(1JI<le<l impuritic·s 

and trn.nsition metal im1mritics, see ref. [13] :uul [14]. rh;pN·tiYt·J,\·.) ~rhu.:;, in 

thc <'ll<'rgy Yiduity Of tlJe ua11d gnp! for -<llbstitut ioual illlpllritil'S ill h•traltt•dr.IJ 

:weonclnctol's, we <'X}l('('f e:xaetl~· four tl<'op lt'Yl'ls to originate from 01P x.p~ 

bonding, tln·<·e of wlJid1 ar<' dcgc•JH~l·nte: n .~-like . ..:1 1 kn:l and a p-lik<' triply 

<lcgencrnh~ T 2 l<•Ycl. (...-1 1 nnd 1'~ ar,. in .. tludbh· rt•Jn'<•S(:JJtalion:; of til{' tPl· :t­

lwdrnl ::,rt·oup Ta.) If these « d<'<'P lt•veh l) due to tlH· c·<'lltr<ll-<·ell pot<•JJii;~l 
alllmppt•n to li<' above the coJHlm·tion banu Nlg(·, as in th<' ('Hi'<.> of GnP:~1• 
(S on a P site in GaP), then tlH.' only lt•vel::; in I lw gap lll'(• tlH• sl1:dlow lc·n·ls 

ail$OC,ia,tc>u 'rith 1l1e lrmg-rang<'<l Coulomb potential-awl Sis tt'l'lll('(l a. sh:tl'ow 

impurit.:r because onl~· its shallow leYels llrt' obsl'rn·ll in tiH· gap. If nltc• •. : 1 !It\ 

d<>e11 levels due to the e<'ntral-ccll pot('ntial falkwithiu the• fnndanwntal han«i. 
gap, as mtll GaP :Or, tllCll the impurit~· is termed ,, oh•P]l l}, But a (•(•lltl'al 

point is that both sl1:dlow a})(l deep levels of thc sn me illillllrit)' <:oexist. (fig-. 3): 
the~· nrc disti11c-t (altl10ugh de{•p le,els near a bnnd edg<' may h~·lJridir.c witl1 

shallow l(';Yels). bo<'le<·trolli<' d<'f<"ets, sud1 a~; GaP:N1,. lwn• uo long-r;mg-Nl 

Coulomb potential nud ltcnec no sl1allow lc··n-J:;; all of t}.,•ir d<'f<'(·t l<•nis (<'XC><·J1t 

pos;,;il!J~- leYcls as80ci<lt<'d with a san in 1it·hl surrounding th<•m) arl' <t d<~ep >i. 

3':!. Elll:tU!I .9caics a·l1f1 t1w 1Uti1tN' oj t1w tltrM'!f· - Ht·fort• <·oustrnl't ilt..:' a tlwor~- . 

of deep im1mrit)· ley,•J:-:1 Oll<' !'ihonl<l fir:-:t d<•t<·:·milH' tlt<• importm1t phy-sif·;.;. 

To begin wit1t 1 th<' bondiug in i;<'llli<"ondu<·totl·~ is .~p 3 ill dwral'tcr, aJHl a 

proper treatm<'nt of a localir.ed defect stat<:' must :H·c·ount for tlli:;, The ~oqwetr:1l 

distribution of t1H? .~Jl 3 bonds NIYCl'i' ~ ::w PY, th{• 1·om bi Ill'~ I widths of the Ya lt·n<·<• 

hau<h• HlHl tlw lowt•;;t <·olHlw·tion lmlltb. ' 

Tlw «ldc(·!· potential in tlw t·eutra l f•t•ll <·u 11 lw Crllfl(•]y <•sl i ma t<·d n R t lw ,1; f. 

ftlreu<·e hetW<•I'n tlw atomiC' <'llt'l'gie,;; «f tlH' tll'f(•t·l aw111w lw,.;t atom Hre]'ht''''" 
-:md is t)~pi('ally ~<!·uwal ('h:<:i1'fllli'uli ill llht:;!'Hi: H«h·-of or.h·t· !'> e Y. 7 t•Y all«l 

J:i t•Y for:-::, X an<l 0 (allou tlw l' sitt•) in G:d' .l•tl 4 (•Y for l' iJ, SL Tllt' f:wt 

that lite •·t>JJ\l'a]-I·Pll tl«'ft•<·t: pot<•Jitia] is so l:tr.:.:•· ,:Jwuhl lw. (•:Xtrt'lll~·ly ]lllr.Zlil!,:..:·. 
l'"]ll'dally in tlu• <'<1.'' of tllt' N]J:tllow tlolJHl'" l' ill :O::i :tlHl ~1 . in (;al'-ht·«·:lll:'l' x,,. 
tm·,• l't'lJUires tltat a )H'I'Illl'hatiol! uf-.,·n·ralPlt·dr•mYolt exhibit ilst•lf'OJI :; 'wakuf 
(ll'dt•t· of t•lt•!-:I'OJI':olt. au•l tl1e ,;hallow iuqnu·ith·s :•pJwaJ· ::1 1ir:;1 _g-hnwt•lo t·xlJiloit 

{'llll •·qut•lJI•(•:; of tln• «·t•lltl·al·«·t·ll •ld't•t·l pul<•llli:.! oll ouly I]JI• lllillit•ll'dl'ollYolt 

S«•;t]jo, 'J'lu• l't•so):t\iOII of tl1i,: llilt•lJIJII:! Jil':' ill I]H• f:11't 111:11 t]IP sl!;d]O\\' i[OIIfH'); 

abo ]l!'f)(lll<·f' • il(•t·J•l't•:;oll:.l:t·l" .)~ «jll:·si-lu•·:tlizP<l ,;l:ll<'" at t•lwr;::-ie,; nf <tl'dt·l'] t·Y 
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-----r2 

-----A, 
///////////////////1//1/////////////// conduction 
---·--- ---- -

0 

sha.ltow deep 

Fjg, 3. - Schematic illustration of the d:ft'erence between ~shallow • :md <• dee11 » 
8p:'-1Jonded substitutional (donor) implll'ittc:s, aft\·r rd. [3]. The shallow elH:rgy lewlii 
in the band gap are dashed. The deep le>eh of Al (.<-like) and T2 (1J·like) symmetr;r 
are denoted by heavy lines. In the case of a ~ shan~,w im}Hll'ity >> the deep levels arc 
resonances and lie outside the fundamental hand gap; for a ~ deep impmity » at least 
one deep le,·ellies ·withjn tlw gap. The lowest leYel is occupied h~· the extra electron 
(dark circles) if the impurity has a Yalence one greater than the hu;;t atom it l'Clllaces 
(e.g., S or 0 on a P site in GnP). 

a bon• tlw c·ondnr·tion ha.ud minimum; t]J(' exi~h..•IJ(·e of th<':::.<• r~.>i'OJWn<·<'~ Iu1s 
h<•t•ll :I}l}H'ecint<'Cl on]~· l'P(·entl~-. Thii> notion~ thnt impuritit>;: Jll"tHhH·<• <• d<'{'}l )) 

h•Ye],; nboYe the <·ouutH:tiun haBd minimum. require;: n JWW <ldiniti1111 <•1. • cl(•<·p ». 
'l'hc old definition was that nnr l<'Y<'] ill the fundnnwntnl band gap more tllaJJ 

tl.l (•\' from the nel'uest banrl edge was ,, dN'}l ''· Xow~ followi11.!!' .H,L\J.)L\J~:"OX 

f( (tl,, WI' <h'fine. :1 deep ]eY('] :IS OIH' WlJOi<(• plJ~·,;j(<f; j~ l'Olll"l'O]h•<l loy tJw t'l'lllla]­

(•(•)] poteutinl; n~> n rei\nlt:, <• <l<:'<'Jl ,, I<•Y(.'}.:.: now ma~- lwn• n·r~· small (< 11.1 1•\') 

hindiJJg energief; (suc·h ai\ t11e X l<·n·l ill Gal') or lll:lY ]j(' nhoY<·: iH• c·oHtltwt ion 

hand erlg(· with <• IJ(•gatin• hindiJJ~ <•JH•rgh•,; ,,, r<•sow;ll1 with 1l1P lw:<t hands 

(<< deep resonances>>). 'l:he;r may aJ;.:o li<· rei'Ollallt; with tlw Ynh·JH'e bantls 

(hin<ling cm~rgi(·S grNtt<'r than tl1t• haml J!ap). 
Il! addition to 111(' t·<•nlral-<·('llpoiP!Ji :aL ,;c·\·N:·l o1l11'l' pl•ysit·:•l ,.f;,..t;: iufh:­

('ill't' clc'{'P ]P\~P]:; 011 :t ,;t·ah· of a f(•\\' 1c•JJ1 L" of all c·Y. 'l'lw,;(• ilwlu<ll' lat I i•·t; rc·lax-. 
::! ion :ti'OlllltllltPdc•fc·d pii] aucl <"hal'J!I' stat<• ,;pliHil!g" Jlli1 17] oftl11· d<'i'Pl'l ]l'Yt·]s 

(1".!f .. tlH• cliffc·:·t•IJ<•<• dtll' to <·]P<·Iron-<•h•t·tron iuH·m<·tiotl;: in tJ;<• 8" :111cl :::;- oJu•­

<'!Pt·ll'ull t>lll'l',t.')· 1<•\"1']:-: ill ~i). FurtltNIJH•l·•·. li11· ('ou)olllh pot<'Htial olll:<ic!<· tlw 
(•(•Jlll':d t•P]l. z,,~:n·, i:-: :1 b:o of Ol'!lt•!' H.] PY foJ• .,. >I( 1.·· ] l1 Jllll<'ll of llH· WPI'k \\"I' 
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cli:wu~~. \H' IW,l!lt•<·t nll:mt·h dl"<·t·t s ~~r tmlc·r 11.1 PY lllu! f•oJlc·PiltJ·:!l c• on )H'1•cli1·t ill):!' 

t.hu ciH~III.ir.t!l tt'f'iltl.v; in dl'l')' 1'111'1').:}" lc·n·ls. from one· im]llll'ity to auollwl' or 
j'wm O'H' host to H !wtlt<'r. Jly !H•glc•l'l ill ,I! t lu•s1• <'ll'Pc·ts 1 \\'I' oht:till :: ,.,.t·y silllpl<• 

1 heory in whic·h tlH• tlcd'P<·t pott•ut.i:d nn:t t'ix is 1liagmwl (ill :! hwaliz<·tl h;::-;is) 
a111l is lo(lalizt•<l io the I'C~ltml1·ell of tlw dt'ft•<·t-lH'I'HIISt' of tllt' s<·:ding tllll's 

of th<• Yutrl lwmiltonian. 
']'ltc ha.ncl gllp of a t.ypi1·al Sl'lllil·owlnl'lor is :::::1 t•Y ancl stucliP,. of rle<'}' l<•n•Js 

arc• 1lirtwtell toward clt•tl•rmill i ug tl11• )pn•J:.; with ::1: a 1'('111":: c·~· of < tt.l c•Y.. 1:111\1-
eYer, the lxmd g:Lp <'IH'l'l,.?" is nt~t u sc·alt• of ]Jllpdc·;tl r(•kn'lll"<' to t h<· de<']'· 
inqmrit~·]n·oblt•m, h<•<·:ms<• cl<•Pp h•n•Js (wlll'tl!l'l' <• hound» iu tl"· gap or n•sOll:lllt) 
a!'<' 1111:1 thH·ht•<l to h:mcl <•clgPs. I!!sh·a d i'·ll<' h:: wl gap ('!Wr;.:·,y dl't t•rlllillt•s the 
s1•:dt• of fllmt~/'Ntllilif.IJ of uwst dc•<•p kn•ls. A simplc• w:ty to think :: hout dt•(.•]! 

impuritr l<•Yc•]x i,.: tlwt tlt~>y lit• tln·m1.:.:·hm1t the :::: :!0 ,.y rangt· of tiH· -~J> 3 howl~ 

hnt. that oulr tlu~ small fl·:sl'!ion of tht•sc• lt>n•]:; that lit•~: within th<• ~ williiCiw" 
of t;]J<' hawl ~ap is obs<·n·a hl(• hy (·om·<·ntiow:l !lJt•a ns. HeiJI"<' a t·nlll]llt•t!' 
dt\lWription of clet~p·l<'v<•l <•xperi uu•nt :>; 011 tl 1<' ~··:d<· of oh:(('l'Ya l1ilit: of tl<•t•p 
l<•w•Js roq nirt•:-; a tlwory wit l1 Hll :tl·t·um<·r of fl.l t•Y out of :!H <·Y~ or o.r, (•~,. Xo 
eontcmporary tlwm·~· is e:q1ahlt• ui im<·]J :m ac·1·ur:H·y; tlw lw;o:t at·c·m:a·~· a('llii·Y~ 
:t bl<• is a few tentl1s ~f nn <·Y. Therefor<.>~ tlw goal oi theory ,.:Jwnld not b<.> to JH""" 
<lict the absolute energi<.>l5 oi deep lt•Yels in tlw baml ga}l1 b<'<·:m:;<.> tldsgonl i~ prt•s­
cntly unatt:~iuable. RntlH~r, tlteori<.>s should be <·onstru<·t<>d ·with tl1e int<•nt of 
simply dis}lla.ying tl1e physi<·s oi deeJde,cls, predietil:g <·hemienl tr<>nds iu datn 
und pl'lldictiug qm•litntiv<' phellOlll<'na-snelJ :;~ su,g-,(r<·sting tll<' c·OJHlitions nuder 
whi<·h a de-ep n•;:;omlll<·e slwn1rl !lPsl·elltl iuto th<· l.ntntl gap a1Hl het·om<.> a houn<l 
!l(•ep }CY('}. 

Bt·c~allj;(• of the illtriu,;i<· limir:!tio11:; of I'01lt<>mporar;r tl1eory~ HJALllAI::-::o:-; 

e.t fll. <·onl(trn•·t('(l H the01·~· of !lee}) lt•Y<'l~ that t·oH;;i•ll•red unlr tlt<' e<.>ntral-t·t·ll 
impurity vot1•1:t ial of tll<' <lcf<•<'t. Th<• th<•or~· <'<111 ht- aud has lwen lllodil:1•1l 

to inelndc : .. .,ti<·e rela.xntion, dmrge ,.:iat<• s}llitting:; and th<.> lo11_g--rang<•d part 
of tlw Kcre<•JINl Coulomb int<•r:wtion~ but tlrc requin·nwut of :<implitity is he ... t 
nwt with the Hjalmarson modt•L In fu<·t, tl1e nwclc~rs pn•1U('tions haYe tm·u<•d 
tmt' to h<' in remarkab1r goml a):!'l'<•<·Hwnt witl1 tlw clutH. 

In HIG!l I.~Al'\:Xoo mul J,F.:.'\GL.\llT [1~] prt•tlit·tt•d t'llt' dc·t·p <'ller::.?· l<·n•l of t hP 
1iiamo1Hl Y:n·a.nl')" nsbg a simplt· tig-ht-himlitrg nwd<•J. Tb·ir appruadt ]WNliets 

ll<·ep IPYd~ iu good :t_!,!'l·c·<·mt·nt with the mo:-: t n•(•(•llt I'H kt:l:tt iou~ [H'·:.!GJ~ a lHl 
t h<•ir t i~h t-bi ndi 11,1! itlt·:~ s prnYiti•·ll an t•;o:s<•lltia 1 ,g·n itlt• for I II<' d(•n•lop111('111 of 

lht· lfj:thllaJ·soB tlu•oi'Y· Tlw t \\·o P]I'IIH'llts tl1at :m· missiug fJ'olll Osat t·arl:·· 
work an• i) :PI ac·t·tn·alt· tl·•·atllll'lit 1•f l••!lh tlw .~p 3 •·lwl':trlt·r of tlw •·l11•1lli1·:d 
hu:ul awlth.- imlil"<'l'1 l'oWhwtioll h::wi st;·1wtm·p :~ll·cl iil a IJH:iu1ih:tin• pr<•:H·I'i]•· 
tiou fn· lll'(•clit·ling tlw 1k1·;• ]c•n·Js of impul'it'ic•:< :1s \n•Jl :1;.; Yat·:tJH·it·s. tlwt is. 
:1 Sl'lt!'llll' for dPII'l"liJilliJJ.t:. tfl1• tlt•fp<·t jllltPllti:tJ of :IJI illl]'ll!'ity. (}'o)' :1 YHt":lll!"~' 

tl•t> cl<•ft•d poi'<'H1ial is il1L11it<·ly po::itiY•·~ :1:-: sl~o\\·11 hy L\X:.'\00 alld LEX<H .. \!:T, 
I':Hlsing tlw dt'f{•l·t ~:110111» to lw d<'t'Oll]'ll'd Jl'P!Il tl1t, lt(!St hy yiJ·tlH'"f 1lw 



i nli n i 1 t>-l'l\t• rgr dt•lwm i 11:1 I o1·s i H pt•rt nrlm t iou t ht·m·~·.) ~~~ hsl qtu•ut 1 ig·h t-hi11tl ii :g 

t h1'111'i1·" of 1h•l'}l iJHpm·ity lt•v~>ls 11wt ,,·itlt YaJ·~·illg tlt•;!J'I'l'" of sw·t·<··""' hut a 

oignilic-allt im]ll'OYPIJH'Ilt Ol'l'lll'l't'd as a n·mlt of tl~t• work of YoJ,!l l'f a/ .• wl1i1·lt 
prothtt·<·tl t'lw .~p 3g* Hamiltouian with Ill:: uifPst rltr.mi('al trrnd.~ iu its p::l':lllll'll'l'>' 

aJtol witl1 adeqnah• 1·owhH·tiou lmwh. 

:r3. Hjtdmarl:'oll theory of dl'f.}! lads. 'J'}Jt• Hj:dmarsou tl1<>ory of tlt•I·Jl 

il!IJlllt'it~· JeY<•ls is n Gr<'t.'n's fun<"tioll tla•ory of t11(' typt• ]ll'OJHIS(•d origiw:lly 
hy KoSTER and BJ,.\TEJ: [:.! 7]. Tlll' host Ha milt mtia11 matJ·ix 11" ii' tlH• Yo;.:-1 
Hamiltonian, <·q. ( J ). Bt.•c·n lll;(' l:t nic•(• l'P 1nxatiou a lld c·h:lllg<•s of bond ]c•IJgtlt 
]J:IY(' bePll ll(•,tdt>l'tc:>d, tJw fll.'fN·t }Hlt('Utia} matriX r, ill tht> sp'1x'~ lwsis hH·alizNl 

at t.•a<·h ,.;ite, is ::wro <•X('(•pt at tlJ<• impurit~· ~itt.• <•IHl is diagom!lat tlw impnrit~~ 
:;it(': 

(nbR! l'!Jt' b' R') 

Ht'l'l' o i$ thl· Kt·on<•('k<·r d<'ltn-fnudiou n11d \\"l.' han· v = p·,~ l~, 1:,~ 1~. 1 l; 
Y. aud rJ! ar<' gin•n by t•q,.;. (G). Tltl· Ifamiltonian h; 

(!I) r. 

Because the defect potent iaJ 111:·1 l'ix is ]o('aliz<·d, a Gret>n 's fum·tio11 nwtlwd 
i:; n~eftll. ::Sormall~- to find tl~e impmity leYels in n cryst:d of X unit c:<'ll:i with 
t'"o atomi< ~.~er c.ell and Hw~ orbitals per atom, ont: mmt ,;ulYe br brntt: for•·<· 
:t HIX x 10~· matrix l·qua tion. \Yith a GrN'n ~f: fnnetion nwtJwd. or:e H<·ell onl~­
:::oh·€' n 4 >(4 m:1trix: the ;;izt> of th(;' defN·t rather than the ::;ize of tlw <·rrstal. 
In fn ct. tetra]It>dn'll 11oin t -group ::~·mml:'tl')' redtH'l's tl1i:.: .f. x 4 mn trix to four 
1 x 1 mn trix equntiou~. 

Th<• Grt'l'll!S function mn1rix for tht· Jlertmht•d (·I·~·stal i~ 

(10 j O(E) = (E- H)-1 

(J I ) G"(E) = (E- 11")-1 I !k,;.>(J~ E,.;_l-J <J.:i.l 
k;. 

( I :: J (; = (;" ... (/" 1'0 . 

(\',·l'iry t lti:.: b~- wnlt iplyiPg o11 th· Jdt hy E- R":; I Hi ou thP rigl11 h~· E- II.) 
'('j,., fol'l11:d ,.;o]nliou of ]lys(lu',.; l'(jU:•tion i,.: tlJI' llw.tl'ix 

(I:~ j (i : . ..; II U" 1·]-l (i'' ~ 
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{ 1 .. ) (I • 

'l';~ki!Jg nwtri.x {'l,•nwuts of t1w i'!'c·ui:H· c·<pwtion i11 tlw :~~l·RJ basis~ WI' Ji11d tlw 

<•igl~llYalue <~qnatiuux for th•• fi<'I'Jl·h•Y(•J <'11<'1'1,!'~· E 

(J;)) 

:IIHl 

(.1 0) 

lleiiTiting th<•sc resnlh; iu t<·rm~ o! the hwal ho;;t >i}H'{·tnd th•Jisitil'S D~,(E') 

:md D;,(E'), ""'' lwn• l:.!8] 

"' 
(l I) V:;1 = Pjtu;·D~,(E')/[E- E'] 

_, 
aml 

"' 
(18) Y;1 = PfdE'D~.(E')f[E- E'] 

_, 

(19) D!(B') = (11Djo(E'- H 0)jnD) = I j(·nD;ki.) \~!'tE'- Ek;) . 
k), 

To i$<'<' ltow tlwse results: Nfi'. (11) and (18)~ an· obtnilwd mort> dii'N·t!y~ 

it i;; no~<>fnl to tak<• mntrix element~ of Dyson:s <-'<J.1.;:tioll (1:?) in the j1,:.R) basi.~ 

:11Hl to <'oll;;i<h·r th1• impurity sit~ bR = D; we l1an• 

1' 

w]J<·n· ~~~ 11' awl1· r;lltg·e oYer fi: 1J~: tJv aJHl Jl:· lh·l·an;:;,. /{~ i,: inYariant 1!11dl'l' t]H' 
op<·mtion» of th<• t'l'fl':tll<'llral ])Olllt J!TOnp Td: H 0 alHi .E- R")-1 an• inYari<lllt 
(I}WJ'alot·s. :-:inee tht' ,,.,;tate trau:<fnrm;; :t1·1·ortling to t1w ..11 i!Tt•thwible l'l'}ln·­

~>t•ntation .,f Td and till' p·;;tat-t·:-: transfm·m :H·1·or«ling tn t1u• .r~ !f aiHl :: row11 
of tltt• 1': l'PJH'('S<'Ilt:ttiou, (nD'ti":n'D) ix 1lhtgonal in 11 :mfl <'II"· (J'i) niHl (J8) 
folh•\\', 

ThP PlH'l'f.T E is al\\'ay$ to l11• inh·rjll'l'i'·'l as lt:t\'Jltg" :Ill inliuitt•simal po,;ir:n• 
Jlll:lg"i!Jal'y part ill: JiJi;; )!in•:-: tht• l'OI'l'\'1'1 houJJd:tl')' l .• n<Jiti«•JI,.: for tJH• (;1'\'('ll':> 

fnn1·l ion. llt•c·::u:<c· of tllis awl t lw idc·nt ity (.r- · icl)-: = P(l f.r)- ·i:rt)(.,·), \\'t· 

llan [:!S] 

G(E) = P(R- 11 )- 1 - i:r,~(E- 11) . 
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Equation:; (J 7) and (.18) an•tlH• I'I'Hlntl c>q1wlim1~ of 11H• llj:thnar:;OJI tl;••ory. 

To soh·<· tltl•lll. IIIH' la'P!],; to lirst PY:Illl:t1P 111<' s]H'<'I r:d 1l<'Hsi1 jp:; 11;,(1~"') for 1]1\' 

]w;;{. \\"IIPll Ou~ Hamiltoniall no is diag·oualizt>tl 111 Jiw1 t1w Pig'PJJY:illH's Eki.· 
tl11• OYPJ'lap iHIP~l'aJ..; (11!JJ.-!ki.) lll'<' til(' !'OlllJIOIII'Ills nf 1lt<' llOJ'll\H]i;.~l·.f (•ig!•Jl· 

\'!•t·l 1m.:. Tu 1<'l'llJs of tlJbl' quanti! i<·s~ W<· li:IY<' 

D~(E') = N-1 I j(11blrlki.) j21)(J:: - Eki.) , 
k}. 

wlli<:lt t•nn be sunmw<l <•i1'1J<'l' nsiug tl•<• JJehmamt-'l':mt nwt1wd [:!!l] or (for tht• 
<l<'<'p-kn•l <>ne1·gy E in tlH' fun<lanwntal bawl :rap) u:.:i11g tl1<' :-;]lt•d:d-poillt 
llWtllUd L311]. 

In praeti1·<•, the <l<•<·p 1<·\·t•ls .E.~,(l:) nn<l ET,(l~.) ar" ~·al!·ulat<•<l hy <·omputili.:.:' 
tlw funetim1s l:(E,~,) awl Y,.(BT,) as follow~-;: i) n. Yaht<' of B is l.:t>lN·ted, ii) t :w 
spectral <lt•nsiti<·s .D~(B1 ) ar<' <•Yahtal<·ll, iii) t.h(• right-llall<l Hidt·:> of eq11. (] 7) 
and (18) arc (•,·a]uated, and iY) F. :tlHl r, are ddcrmint•tl ft'OllJ tho,;(• NJUHtimts. 
Plot,; of E t:s. r for Al and T2 ;:tate;: then giYe predietions of tl<·••]l leYelll 't'S. 

defect atomic ener::,'y (~~·(• <'qs. (6)). 'J'lJC Yae:mey lcn~ls an• tlte asymptotes 
E(Y-+ oo) of these turves. 

P1'oblem 4. Com1mte Y{B) for e11ergies E outHid<> tlJC host band, in the ea:-;<• 
of H rlef<•t·t in a one-dimensimwlnen.rest-nl.'i!fhbor ti;;ln-binding crystal. (Hint: 
H 0 =-= fJ .2: [JR)(ll + 1! I R + l)(Rj], V = i·,.:D)(.D;. Computt· the band lltrn<·-

11 

tnre EL-. 'Tlwn eompmc (R!G 0 ;R') = ]t-1 I (E- E~.;)-1 <'XP [ik[fl- R']]. To 
1.: 

t•Ynluate (RJO"IR') = (R- R'!G0 j0) an;.l~·tieally for elwr~:-.;e~.: outsidt• of tlle ltmJd, 
lJ,;(• a eontour integr~•l OY<'l' t]l(> unit <·ire]<'.) Repntt tlds <·:~lc-nlntion for tlJt' 

defects on the P site in GaP, using first OJW iliWCiai point [30] :tnd th<·n ten 
i"lJtcinl points to evaluate the sums over T.. You will !Jbtain good r<·su1ts 
with ten special points. 

4. - Qunlitative physics. 

~'lJ<' qualitatire pltysi1·s llt·t<·rluinin.!!· th•<•J1 h>'n:ls is d<·pidt•(l for tll<' cnf'<> 
(lf (;;JP:X1• in Jig-. .J. af11·r IDl. ]ll tlJi,.; iigm·p w!' <·onlli.IPJ', fnr :;;implidty. oulr. 
tl11· _...,;J:th•:.: of tlw :ll<l!lt~ (a11d tlH' .·1 1 -:.:~·llllll<'ll'il· dl'f1·t;t h•n•l) ulltl Hot;· th:d 

tl11• (ia atoJt,il' <'111'1',!!",\' t·(,a li1•s ahoY<' tl~t• ]' t'lH'I'J!'~- rl'. \Ylil'll the,.;(· two wi1h·l~· 

!ll']lal'nt l'tl :llunt . ..; aJ'l' hro11g-1lt tu)!'t•llwr iuto :1 lll<lh•!·Hh·. lh<· h•y!'}~ l'P}I<'l-I'P:<lllt illg 

i11 H howling-:uJtilmndill.!! ~plitlill)!' tlwL ill loW1•.-:t m·ii1'1' of Jll.'l'tJJrha1iolJ 1h!•oJ'Y 
n1Hlll1 tlH· infinitt•-];l1tit•(•-('011shlll1 limit. is Pl'll]tlll'tioJJa) Ill r"l(f,,.- fpl~ wlH•J'(' 
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r is llw Ga-to-P tl':tllsft•r mall·ix t•h·nwut (awl is :dtout tlw sanw fm· :all :Willi· 

t·omluc·toJ·s 17]j. 'l'ht• importaut poi11t is tlwt tl11' howliug-autiholl!liHg ,,pJittill,l.(' 

is inYt'l'SP]~· prnportioual to Ill!' <>llt•r;:~· dt•nomiuator f,,,- t:l'. \\'ht>ll tlwst' 

muh•t•UIP~ m·t• bJ•ought togt•l llt•r into a solid, tiH· a!ltihllJHiill.!!' ::;tatt·.~ ]ll'mhwf' 

tlw t•(IJldlll'lioll band :IIHl 11..- huwlillf; Stall'S yit>ltl tilt' '':dt•]l(•(• band, With t]JC• 

fnudallll'llf:d hawl gap in hPtW('t'll. 

ccnd.•J:ticn 

t 
va.L~nce V..,1eV 

~tN 
a. tom motecui.e so tid. aefect "moLecuLe" 

Fig. 4. - Soheumtie illustration of the qu:Uitati'>e phy;;ics goV"ernillg deep leY<:--ls, 
nfter 1·d. (3, 11]. See text. 

Now ima~dllf' u 11 ddl't·t molt'tnlt•" witl1 :1 l\ imp11rity n•pk(·ing OJH' of tht• 

P atoms. Its ntomi!· t•H<·r:..')· is ~ 7 <·\- low,•r than that of P, mHl so: wht•u it 
int-t•rat·1.~ wit-h a Gn ato:u tH form a molt·eu]!•! tht• rt·.--nlting bonding-antilt(!lHlill.!! 

s]llittiu.:.r i:-: sm:d](•r tll<dl for Gu :md l'~ lwem::w t]H· t·llcrgr llclJOminator c:G .. - c';;: 

i,; ~ 7 t•Y larger tlJHn tlH• th•nomiuator e0.,- el' . .As n l'l'sult: th~ ll•Ye) in tht• 
gap (tht• tk'<•Jl leYel) <·an lie h<>]IIW tlu· Nmchletion band t•dg<' in the gnp. lll 
f;H·t, 1ig. 4 illu~~;tr~:t<>s thnt th<· is;-;u<• of wltetht•r a d~t'Jl ]I'Yd is «hound •> in tht• 
ga)' or << l't'Silll:mt » with tilt' lw:>t hn nils ll<•pt•11fls ]'l'illl:trily 011 "·ht>t llt'l' t It<• 
lllllltl·= an• bronclt•Hougll to eoY<•r 1111 t]H• tl••ep h•Yt>l; that h•, it ch•p(•JIIls o11 tht• 
llllWtl: .1 of boncling-:m 1 ilJ<!l ulill;.:- splitting. 

SPn·ml fpatm·<•s of Jig. ~ ar•· wortl1~· of S]Wei:d nwutio11: i) Tht• X ll<•(•pl•·\·d 
i~> dt'l'iYNl ft·om tlw Gn •lan;.:-Jin_g:-hmlll <'llt'l'J..')" l:'c.a aud i,- al!tiluin!ling Hllll h· ·;;];(' 

(Ga-lik(•h not· impu1·ity!ikt• (K-Iik<•). Tllt' X-likt• )toy,.; i:; tlw homliug h!ft'".-d'CJI 

t.·rd !.dug lwlow t lw \'a )l'ltc·t• l •a 11d: it i.~ .. :c·d l'i•·ally 111:: t·l i\·t·. lwing full of \·I· •·­
trolls: and is ncn•Jually uuohs~·l'Y(•II. ii) Tll(' dt·t·p lt•Yt·; i.-: m·tlwgoual to tlH• 

li).Jlt'l'dt•t•p h•.Yc·L iii) 'l'lw tlt•t•p h•n•J is l't']II'Jh•tl 1:pw:u·d ],~· tlw lly]•t•l'llt•••JI 1«·\·t·l 
hy liH'<Ill~< of tlu• h~tudiug-aut ihollilillg h•y('J r«']llllsiOl!. iY) Tl:1• d\•t·p )pn•J is 

<o }lilllwd ~ to til<' flu. chllll!lillg·lH•Il«l }PY«·l allll •·:nmot lw pulh·«llwlow it: J •wgilw 
li«'l'l·;•asill,g" llw <'lii'I'J..')' of 1111' Y lt•Yp] r;;> J•da I in· I o f

1
• ft·om ::-:: - 7 t•Y lo -::::: . ] ;, «•Y . 



479 

(oX.\"gt•ll) :11111 ill<'ll t 0 ::::-]I Hill c•Y (a11 id1•;t] Y:Wll Hc·y): tltP tlPI'Jl-lPYI'] Plli'I'J.!~· 

will 1110\"P !lowu nnly slightly~ lH'YI'I' lu·!·oJiling d1·qwr tlt:~ll 1lw <>a d;ntgling 

holld or id1•al ]' Y:!t·;;JH·~· PIH'l'J.!)" of F(:a· This is till' HH'llllilt,!.!' of'' dl•t·]l-kY~>I 

pi:liiillg ~: Jllu}m· r·J,,wycx in th r!N:p-((ll'(<lpnft'ufitrl n·xult in oult! mi·uo1' rhtl'llf!t's of 

flli dNp-ft-rt:l •. ~'!/.'!. or j1LJ::'jd l', . 1. 
Tht• tl<•<•p-kY!'] pinnillJ.! e:tll !Jt' illul'\trat~>tl by ploU ing tlte !lt•Ppl<·YI'l il! tl11' 

g:t p '/\'<. !lt!' dt'fl'l't 1 oOII·Ht i:• 1 r. w1lit·h (:I!'!'Or<lillg to tltt• Yngl lliOfl<•l's :·waliJ•g 

rnlPII) is pt'O]Wl'tiona1 to tlu· diflh'<'l!!'(' ill atolllit· <'Jl<•rgk:-; of tlH• d<•ft•(•1 :tlHI 11!1' 
lw·d o· alOill). Thi,; i.~ doll!' ill fig. ii for tlH· .~-lik<· Al :"tH1!'s of llPf!'l'lS :"lllJ,;1i­

tu t ing fo I' l' ill (;:tJ•. Th<· enrw E( n ir-; ;;i11Jilm· t () ll llY1 ll'l'hOl:!' 1taYillg 1111' (')lt'l'/.!Y 
of n Ga <la11gling lJOnd or ;: ]' \'lii'Hlli'Y ;:,; its asymptot<'. Ot:e l'llll sl'<' tlta1; 
E(l-=co) !'Ol'l'<'S]lOIHl:> to a Y:tt·alH-y, he<~an:w. :!s tlt~• magnitll(lt• of tla• dd< t·t 
]lotl•ntiaJ iiii'I'P:t~l':.;, the tl<'ft d atom h<•<·PllJU: ks~; nd l!•s:< Nlllplnlto tl:<• ]lost 

(n·<·a11 t-11:11 111 p<•rturhatioll t:lwory tlH' ('(ntplillg is iliYI'l'S<·1~· ]ll'OJl01'1im::d to 

H ll t'llt'l'gy dt•Jl!lll1illa I (I}' of ordt•J' r) 11ll1 iJ fol' 1" = ~0 tJw d<'f(•(•j is totaJl~· llll· 

<'onph·d~ n:llllc'J~· a Y:H':tlli'Y [J . .:.:]. Olll'<' Oil!' n•t·oguizh; tl1at tltt• p: .•si1·~ of d<·t·p 

len·ls l'{':>llhs in :t l1yperhoh:lik<• <·nn·<· Eil'), 1ltt• prohl<·m of prt·diding d<·t•p 

conduction ba.nd 
,.,:>;(ij'//$///7/-~//#.$$ 

?~/-~,'l.7-0.~w~~~z~~~0"~"~~;~-0.~w»~v.~a.v~-----------------------------£v 
va.!ence ba.nd 

0 10 20 

Fig. i:i. Etll'l'J!Y len·l;o in tlw h:oml .~:1]>. as (':tltonl:tll•tl l·:"~- Jl.J.\I.llAl::'O::--- l'i aT. [ll], 
rx. tl!•feel l'fi1Pilti:1J for .1 1 syunul'lrit·· stall·~< of tkft•.:i>' 011 tL<.· J' sit•• ill (i::]', :tfl<'l' 

n·f. [:q. ;,:.,j.e iha1, if tlw th<•oJ·~- j, !:d;t·u liit·l';lll,\· with ! "allowane1·s for:: tlu.•orc·ti .. :ol 
UIW<'rt:lil<;,\·. 1hP ::-' th•Jt•l·t is lll'Nli<·l•·tl to hare n ,j,.,.l' J..n·l in tit<' ;!<11'· jn!lt :<]ig"lttl.l' 

below tlw eomlut·· ion l•and •·•lg··· EXJ>t•riuwutall:-· it i:< l,lt<>\\'11 tltal ~ i:- a :<hall<>\1' dollur; 
hcllte, v!l<' lllll::<t lll:ti<t• :tllo\\':llll't•:; for till' llll<'.t'l't;liuty ill t!w 1 lto:u1':'" antl rc•·· ... !!nize that 
in {;w! tlw a .... l' I•·Yd for;;: lllll.~t li·· ><li;,rhtly :o1oo\-!·tl1t· I'U!Hlndillll han!lwiui!lll!lll iu (:al'. 



480 

]PYl'ii' l'!'dtH·t·,; to ]H't•<lidia~ tW<J numht•rs: t.ht• idc•al-Yat·aJH·y l'll('I'J'..')' E{oo) :nul 
1ht• t!Jl'I!S]lO}Il]IOtentiaJ l"T aj, Whii'JI 1.ht! l'I'I'IOIHIIll dt•PpJ<•Yt•] Jli!SI'!N; ill11l 1JII' ~:t]l 
:1111} l'i'HSI'~ ht•ing ;I l'i'SIIll:llll'{', 

Figm·t• (i illustratt·s Y(!l')' i'!t'ht•nm1i<·all)' 1111• wnn• fmH·t ions of dt·Pp lt•n·ls, 

u,;iJl;! only s-:o;ta1f'll~ fot· ,;illlpli<·ity. ~I'll!' lwst val<·m·t• hmul of Gal! hax a howliu~ 
wave fmwtiou tlmt is larf.!'ely P-IiJw, hut with :: si,!!Jlifi<'a ut· On-lil<<' l'lllll)Hlll<'llt. 

0800 
0 QN 

oooo 
0.) 

0 @ 

8 
0 0 

b) 

Fig. 6. - Schcm:tHc il]u,.,trnt.ion oi 1he w:"·e :(nuctionts in tl1e (bonding; a.)) Ynlence 
nml ( :mtibmulin~. b)) eondue1ioll h:md:> olG11I> (u.;ing n .~Lstnte model) :md iu th<> l•onding: 
{11:.-JI!~l'il~·~I•) :md :mtil•Ollding (de~p) J~ye)s oi X on ;1 1' ,;ite in Gal', niter 1'<':!. [H]. 

\\-ht•ll X' r<;pl:H·es P! X ix mort• t•l<'etrom•,!!n{;j"n_\ H1Hl attTat·ts <'lt•c·tro118 to it . 
. A,; n n•:mlt. tlH• hmulin~ 1·~-)!i'l'dt'<'Ph•\'1!] ha~ a wan• fllllc·timl tlmt i:; uY~>I'Wlu·l111· 

illJ.!lr :S-lilH·~ with just a s.;nmll Gn t'Olll]IOlll'll!. Tltt• :llltihomlillA' d••t•p l<•n•l 

j,; ortl1ogoHal to tla· l!)')l<'n]{•t•p h•v .. J~ HJHl so l1a~ a W;JYt· full<·tiou 11~:~1 is almost 
<'X•·lnl'iin•ly G:•·lil.:t·, wi11! only a slimll :s- I'011l]HHI1'111 • 

. ..\11 of thi!M' itlt•as han• hl•t•n a lJ:;;trac·tt•d !'I'Oill tlt<• Hjalmarxoit et ((1. tll<·<n·r. 

5. - EYhlcnee >~UJIJIOI'Ling the theory. 

Tlw th••oJ')' of lJjalma 1· ··•II rt ul. Ill~ .1 :!] ha~ 111:1111' lih•raJJ~- t lumsawls ,,f 
prt•clil'tiou,; oftl<•l']llt•n•ls :ll.•i n:l ::c•('OIII:1 fo1• :!II t•:X:t"l·•·Judy hll';!l' hody of d:tl:t, 

Ht·J·•· \H• l't•Yit•w a ft•\\' l'l']ll'••,;(•lll a I in• ]ll'(•rlid ioll s of t ht• 111<'01')'. 



1.< JC.\ LIZT:D I'F.ll1TJ: 1:.\T J 0::\ >' l X !' EmCOXll l"CTOHS 481 

5'J. lracl' fullrtiol/.'1.- Fig-un• i xlH,ws tlH· lll:t) .. mittHI<' of tJu· d('('Jl·l<·YP! waYe 
ftmt-1 ion of suhstitutiollal ~- illl"i 1 :::-;a f111wtioll of distan(·(' ]{. frol!l th<• S l'('llterl 

i11 <·otupal'ison with <'h•drol! lllldt•ar dtmhl<• l'<'XOllalll't' (J~XDOl:) data [3J, :·t..!]. 
1'ltP EKDOH llW:t!\urt•lllPll1s giw th(• 1·lnu·g1· (h•nxity Jv,(ll)l~ at ::;i siH·., iHljat·t·Ht 
to alld 11earhy tl1P l" dde<·t. 'l'lw data do Hot l'PYI'H] tl1<• plw~<' of tlu· w:rn· 
funl'tioll, and so w~: lmn~ ploth·d only the magnitwh·, eYell tlwugh the w:~n· 
function itxelf o:;tiJ:::h•:; ratlwr rn]1idly. ::Sote that the sin1ple Hjalmarson 
tl1eor~· i>: ill exe<'llellt ::grt•t•nwnt witl1 the dattt, for dixtan(·<'i\ Rout to the sixth 
IH•an•xt-JH•ighbor s!H<I. ]~I'J"lll1tl tltis disbtlH't•, tl1e eHeetin~·lll:tsi5 wwn: function 
(\Y]liell fai1s badly for small R) tl(~:,wrilws tl1e data well-indieating that tht• 
J)l'ei'ent theory would ]mYc IJ(•pn in (:'YI'll lllOl'(' clrnmnti(' ::grN'IH<'llt with th(' 
dnta if n Coulomb tail~- l'z/Ei' fo1· ·r > aL, hafllw<'llll(ltled to the dd(•('t potNJtial. 
Tllis sn(·<·<•ss is h~· no llll':tliS triviall~- ohtaiuNL xill('(' iWlH{' tlieori('S ]Jredi('t 
qnit1• in:11·eurat(• wan· fm11·tiuu~o: for t1w S"'" dt•t>p h·n·l [3J, 33]. 

Fig. 7. - The magnitude of tht• i;;ot ropi<• part of the wan· fm1ction of a s+ imp11rit;-.· 
in Si, as a fnnciion of the llist:mt•t· 1.' (in A) f1·om the impurity sit&, afte1· l'ef. [31). 
Tltc solid niallg-l<·s :111<1 eir('lt·s :n·t• dt·rin·d "fnm. EXDOH data of n•f. [:E!]: tltc OJlell 

tri:m)!lc·~< an•! drt·l<·s aJ·f· 1lu· t·ah·nlati •• u;; of rd'.l:~l]. EJl'l:<'lin•·IIIW'" tht•OJ)' i:< tlenot<>d 
],_,. 1111' •laslwd litw. :lllll o]H•Il >'fl11:1rt·,.:. 'I'Jw ·-:';.; :n·., the 1JH,or.Y di.~t·u~:-:t•d ill n·.f.l3:~). 

s·~- Dnjl fr:tdN iu J 1- \'] ('Hili}IO!IIIII .•wmicouducto·r.~.- ']'! .. ~(lj i nf-prl'llidioll,; 
t ht· t ilt·orr protlw·ps an· illu,.; t ra! t•tl i u 1ig. ti, wl~t•r(• t]J(' h·n·l~ a x:>ot'ia h·d with 
t·o]ll!Jlll \" •l<·ft•1·tx on :1 :--: ,;itt• in !~1ll" Ill'<' gin•n. 'l'hesP itnpuritiPi', wld1·h OIH· 

31 • Jt,.mlicoJiii ,<;.J.F. • l.XXXIX 
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might na iYely I•XpPrt to lH· :;l1a llow a I'I~P}It ors, :tl'l': wif11 tll<' <;X<·<•pt iol! of X, 
ll<•t>ple...-cls }U'(•Ili<-tPd to li<• well \\'itl1i11 tll<' loaJHl g-ap of f'1lf'. 'l'Jiis is llllllouht­

l'llly one J't•a:;on (but 110t 111<' oulr l'l':tl-:1.111) wl1~· l'1l;'; alHl 111a11y ot]l<'l' JJ-YJ 

matPrials I':II'IIOt be dop·d p-t~'lH·-tllt' l'X]'t'l't<•l! .-hallow Hl'l'<']ltnrs an·, ill fal't, 

ll<•ep. 'flw ex,~cptioll to this rul<· is :S, wJ1i<-h is pn·dit·tl'd to yil'}l}llo <l<•<•]J li'Y<'b 

iu tl11• gnp HIHl to lw a s1mllow :tl'<·eptor kn·l. Juh·r<·xt i::_:.:·]~· l'llougll, ill ZnSe 
(anot]H~r JI-YI lJOi't), \\'r ct al. [3·1] Jwno iou-implantt•d X, to find tlmt it do('X 

produce a slmlJr. w :ll'l'l'}ltor lcn·J-a s Jn·<·•:i..tl't] by K ODAYASHI ct al. [35]. 

conduction l.HlJHl 

t·nergy J 

vnlcncc 
band 

._,..., 
shnllo~·.-

Bi 
I' As 

deep 

Fig. 8. - 'l'lwoJ·ctic.al prcdict.iou.; uf ref. [3.'!] showing th;, r 1 he expected ~;taud:ml 
JJ-tyyJe shnllow <lopal!ts, except :K, on the s site iu ca~ produce deep lcyc];; iil tltc 
gnp, after ref. [3]. 

5'3. Sanl.'cJ(s tlt('.ory of twhnl d('.fects. - SAZ\KEY ct al. [3G] llaYe ext('))(l<'il 

the theorr of <}(•t.>p leYels a-ssut'ia ted with sub;;titutional point <lde<·ts to pair:-; 
of -~p 3-bond.·rl ''ibstitutional dl.•ft••·t-s-\dth ph~·si<·all~· tr:mi'par<•llt reflu]t;;. TlJI• 

paired <h•f,·d ; a '' mol•·1·nlc » tJ1at l1:1s « moleellhn· orbital~'·' <·orrPSJIOlHling to 

:.-like (or '"'Ylt!llletri(') states nn<l a-like (or fl1-;;~·mmetri<·) ~tatt·:O: (:-:ce fig. 9). 
The r<.'leY<~ll1 ;Jour) ;c-like mole<"nlnr orhitnb an· <·olliposed of .T_ ,;inf!le-dl'fe<'t 

orbitals polarix•·•llWl'!Jt'lltli··ular to tl1e spill•: of the mul<~<·ule and. lm\· ··111.' ~am1.• 
energi<·~ as the :single-tll'f~·<·t p-lib· J'2 statt"s. Th(• two tJ-like T 2 :;lure:; of the 

single <lt:ft•cr that ar<· polarized parallel to the spine of the molet·ule h~·bri<li:w 

•<•-ti~) 8 8 

Fig. 9. - Sehl'matic il!ust.riltillll of tht.• :7-liJ,,. •··"·'"1111111'1 :·i•· 111nl. •tlar orloit :d:-: :11111 tl1t· 
a-like a-1 s1at.·:; of a tl..r,_. ... t }lair. Tlt<· do;s iudil'all• d•·f•·1,t:<. •·:rl'h•~< dcuo1t.· .~.;;1:11•·"· 
and prop<,]in:; dt·llott· p-:;l:~lt·s, aflt·!· rd. [::l]. 
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wit It tlw two .~-lik<• A 1 stah's <·<•ntt•rPd on t lw llilrerPHI dl'f<·<·ts 1" form cr-lik<• 
('·>')"lnllh'tl'i<· JIHI]<•t•Ui:tl' s1aft•,;, Jt1 I'Ollll'HSI \l·ith t)tl' ;r-)j}.;:p Xf.;I11'K.1hl'sl' hyhJ"idjz. 

itt~ r,-li l\1• stat Pi'\ a J't• si~nilk:t !ltly JH~t·tnrlH·tl ~~~- t lw JH'I'>'I'llt·<· of tlt<' si'I'OJHl tldt·d. 
'l'lwit· ,.•,..t·~i<·,;~ ]HIW<•n•t·, oht·y :t!l approximal<' illt<·r~laeiu~ tlwor••tn. wl!it·ll 
J'I'IJIIil'l'.' 1 hat tltP << mo!l't'lllar ;; )PY<·h iul<•rl:•t·t• tlw <• at omit·>) .-1 1 awl 'f'e ],.,-,.],.;, 

(1:-<•t·all that the Ji-likt• 1'2 i,;ol;tt-<•tl-ddl't"1 leYI'] dt•t·OlHpost•x into a a-lik" 11 1 

mole<·nlar h•n•l polarizt•d alo11:; the moleeular s}lilH· plus two :-r-likt• '-kYds. 
HP:lr·t• hotlr A 1 ltlHl T 2 isola t<•d -d<•fpd, l<·n· Is prod 1we tlte lW Ill<' Jlmh•enl:: r 11 1-

K)"lllllJI'tr~· a-like xt.nt.t•x of. t-h<• pair. 'l'ltl' hm·rla<"ill;.; tlworem xtatt•:-: that lt•n•l:-: 
of the su me symnwt.J·r, u:mwly a 1 ~ wlwu pertul'lwd, tlo not. eros,; t IH• tmp<>rtnrberl 
l<'Y<'b.) Beeaww of th ix int;t•rln ein~ tJwor<>m. it i . ..; oftPn posxih1t• to cstima t t• the 

e:wn:d<•;.; of tlw pait·<•tl-dPf<•c·t l<'Yds r<•1atin• to t.lt<• i:whttl'd-cl<•fed ]eYe],; to 
withi11 a fP\\" t:<•llthi; of :Ill e\--withont e:.H•(·ntiug a t·alc·lllution. 

J',\:'\1\EY ha~ d<!Yt•]op<'tll liPs<• irlt•as :nul appli<"fi tht•lll to HH· llt'lll"P:.\l·lteip:lJh(•l" 
(xpPdator, oxyg(ln) pair:-: in Gal' (fig:. 1 O). lie has ~Jwwll tlmt tltt• isolah•<l oxygt·n 

a 

2.0 

~ 
1.0 

0 

Fig-. }II. - Trend,; ill tlte t•rwr;;~- leYels fm· 11can•,;t ·ll<•iJ,!ltlH>I" pairNl ('OlllJ>h·xN'- t>f a 
I>J>ct•tatur impurity 011 a Ga site aud an 0 ddt.·<·.r, OJ> :1 ]' ;;ite in Gnl', afH•r rd. [:Hi]. 
The <lot" al'f• •lata. a11d lla· :<JH•c•t;ttor aiOJ'"' lalwl tlu· ahs<~il;,;a. 
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]PY<'l (i.ll. tl1c (Ga, 0) pair} t•aHHot lw tlrin•n iuto t !1<' Pontluc·tinn haJJ(] hy any 
ch·t~trnpoi\itin~ d<>fN·t on au adj;wt•nt t·ntioll :-:itt·~ 1mt t11:1t it t·an ht• tlrin•11 
i11to the Yalt•m·c hand by any OlH' of tl11' followiHg impmitit·:; on a IH'igl1horin::r 

Gn ~it<•: F, 0, Cl, J3r, X, S, S<.•, u1· I. 

5'-1 .J. Co r<• <' x d ton~> H t :m rf n ('(.' s. Sonw of tlj(' hest t•Yi<l<·lH'<' SU]'· 
Jlorting the tlH•ory c·onw~ from t·Or<• <~xdtoll <•xperimt>ntll, b<'Cmls<•, hy tll<' optic:tl 
alchemy HJlproximation or Z J ml<' [3i], n r.ore exf•iton is id<>ntieal to an 
im}mJ·ity utom [38]: for ex a mpl<!~ t·on•·(•xdted Gn is Ga r~lull n <·Or<! holt• plus 
a11 ol<•t·tron nnd (h<!e;m~o;<' th<' t·or<> holt• ha~> nlmo11t th<· lllllll(' t·!iarg<• cli11trihntion 
as a proton) is Yirtnully i<lt\lltica1 to unexdtt•d Ge, the ntom imnwcli;:tely to 

~ 1.55 
~ 

£: 
1.4 Ee --9-

ct) + a.) 

0 E. 0 E. 

o.s E, 
0.7 £, -9-b) 

~ 
b) -·-\.! 

0 Ev 0 E, 

r 

2.25 ·c 

-9-
c) c) 

--9-

0 ----Ev 0 

A) B) 

Fi:r. 11. - Comparison of ..1) t'X]ICriuH•Ht aml JJ} tho·ory for Gn ;.:i;e {JlO) s11rf:wc <~ure. 
<·xcitons in a.) Ga.-\s, b) G;~Sh rand (:) C:al'. :dt<'l' rd. (:W]. E~ all<l He tl<•noit· >alene<'. 
nml comlnet iuu l1:1.1Hl (•U)!l'~<. Tlw pro}i,.Jler. th•uoiN< ilw t~Or<· •·x•·it on k\·<'L The hod· 
zouiullilw . .,. tl••lH.tl~· tlw lmn•r 1m:·i iou of i lw iut rim< it' surface: :,.\:fit· hauds. 'flu• t]li'II!'Clir.al 
1Jaud ga]>S :1rc apJn··•priatc for 4 K, rand heuct• art• larger thu11 tlH.' c::q•t·rilllt~lllal !!:IJIS 
obtahH·<l at r<•<~lh l•·lllJlCl'aturc. 
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it,; right in tlw lH'l'io<li<· tabl<•. TJm;; !'Or(•·t•xt-itl•!l Ga i,; a GP impm·it~· un!l ('(H'<•­
<'XI·it<·t! ] 11 i.~ ::in. }'ig-un•,; 11 aml J:.! xlww tlwt 111<' Jll'l•fli<·tl•d spt•dra for ('on·­

<'XI·itNl Ga at t h<• (Jlll) sud a <:P of G:t-gTOllJI Y tolii}IO!llld:; H!Hl for <'X<·ikd In 
n t tlte .~ud:H·<· of In-grull]l V ;;<,mieonduet or.~ ;H·<:ount for tJH· data for <·ore 

a) a) 

+ + 
0.35 Ee 

0.45 E, 

0 E. 0 E. 

b) b) + + 
0.2 E, 0.25 E, 

0 E. 0 E. 

C') c) 

1.3 "c 
1.4..=:8=-E, 

+ 
0 Ev 0 Ev -

A) B) 

Fig. 12. - Comparison of .d) experiment and JJ) theory for th~ In site (110) surfnce 
core excitons iu a.) In.As, b) IuSb aud c) Inl', after 1·cf. [39). 

exr.i1 ons nt tlw J'Hlaxed (110) !'nrfaces of thos<• mat eriah; (39]. Th<• 1 hem·y 
also predi<•t;; a trrm;;ition from shnllm' <'ff<•ctin·-ma.;;;; CX(·iton ]Jp]JnYior to 
d<•~'P ~·xrilon he.llaYior for the Si !Jp core exciton in Si/ie1_z alloys. Eviden<:H 
uf 1 his hai' bo<·n roport~d very l'OePntly by B1:NKEJ~ ct al. ~38]. 

5'-1.:.!. lh·ft•,·1:; :: t surfai'Ps .. \.11 imput·ity a1 a surfa<···l•a:-: !•!H•t·;.:y h·n•]:; 

YPI'Y simil;~r to tho:w of au (illl)llll'it.'·· Yal·:lll!'~-) ]•: :r, lw1·au:w till' ~ul'fa<·t• (i11 a 

w·an·st·llei;:hhor tiglit-ldi"lillg lll<Hlt•l) <·an h<· t·n·al<'!l h~- illt-;Prting a ~ltt'<'1 of 

\"HI':II!I·i .. ,.; iuto tiH· hulk. ,;u 1l1:ll th1• illl]Hll'i1y :llHllltl' Yani!H·~- lw.\'1 t~o it j'ot'lll 

a pai-r 1rl.t.~:-w <'ll('rgr leY!'!:; at'<' only slightlr p<'J'Illrhe(l hy t]J(· 111on• 1li,;tant 
\';l(•aw·it•;-; nf tlw .~lll'l't. To ht' :-mn·: OJ)(• lllllS1 :lt'I'Ollll1 fl:l'l:.tth·(• j'(•laxation at-
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l he snrfat'l'; n(·n~rtlH•li•si', liH! CSSt'llli<~l qualit.a t in• ph?·sit·s of ll•· ;'(•d l> al ,;ul'fa «·t·..; 

il'l tht~ sa me us foi· ((left\t·t, Yal•ft.n(·?·) pairs. TIH:rl'for(•, th(• th·t•p h·n~ls of :<urfal·<· 

tlcfc<·ts t·:m Jw compnt;t!<l Ul'lill:t <•q. (14)~ a )Ill tJw basi<· hh•ns w:<·tl for dPI'JI h•n•ls 
assneiat<;«l with snhstit.ntimml rlt•ft•t·tx <·arry OY«·r t.n OH• . ..;urfat'(' •!dt•t1 pl·ohh·m, 

wher<· 11H' s<·t·nl:ll'l'(!llatiou il> fornmHy ilw l>:tJll(• as <'(J. (J.J 1, but its t•Yalu­

ation il> (•onsid<•ra ldy mort; t·omplit-n ted chw to t h<• n•d.nt·t•d )'. :·muwtry of tlw 
tlt•fcd. 

One JIOint tlwt shoulcllK empha.xiz<•d is tlwt a sm·fat·t' isH lHrg-t• pt•rtnrhatiuu, 
:md tlle flecp le~'els astwoiatcd with lt 8111'/aco i-mJ1111'·ifJ! (!I'C likd!l to li" .-:,·rm·al 
tenths of a 11 e Y distant f,·om the rorre.~pal/(ling bulk i mpw·if!l h·rcb~. Ind••t>d t.lw 
tmmlwr of de<•p l<•vds homul in th .. gap may he <li1Tt:rt'nt for n :;:urfu<·e dt'fh·1 

from 1 he.• number for !!u: ~amt• tided in t;l~e lmlk. In parti<·u]ar~ im}mri1 i1•,, 
Utat an• << iilut11ow »in t.JH' lmlk oft;('ll ]n·wha·<· Oll<', or t·Yell two, d<·<'l' h•n·h ill 

t]w galt w]H'll f'lw.r J'(•;o;id<• at tlw smfacc. }'or t•Xalupl<·~ a llt'Hr<·.~t-ndgl.l.lltl' 

pair of P impurities in Si is prt'diet<•rl to produee a <lt•t•p l<>'n·1! although h:olated I' 
iii a classic shallow donor [36]. 

5'4.3. Schottky-barrier heights. 

5'4.3.1. Ba.rdeen's model of Fenni~level pinning. Ill 19Ji JhnDEEX [40] 
propose<l that the Schottky barrit•rs that occur at nwtalfsemicol1ihwtm.· iutel'­
fae.es in'(• due to Fermi-l<wel pinning b~- 11tatcs ~~t tlte interfu <·e. Stnh•tl siliiJtly 

conduction ba.n:::t 
VA 

~ % 

7/#$//7/Yd$$$/##/_/ b7? II 
valence band. 

semiconductor . 

n-type 

surface 

Fermi sea 

me-tal 

l'ig. 1::. - i:klwtnal j,, illusnatiuu of l•aml ltl•wlhl~ aud ;o;,·hottk~·-harl'ier formatioa. iu 
tlw l:l:mle<.'ll Jmu1d, after rd. [3j. 
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fo1· a tlt•gt\HPra1e n·tnw ,;<•mieondtH"tl)r, tl1<• V<•rmi h•veh of tlw bulk semkon­

llu..tor, 111<' nwtal :t111l th1· :wmi<·owludor :<lll'fat•(• align ill t•lt•t·tronit· t'clnilihJ·ium. 
At zt•I'O tPtn}l('l'atnn·, tl11· J<'t•rmi h·n~l of the :-wmit•OJHlnc·tor :.:urfa<·<' h the kn·l 
iuto whit·h tlH• Jl(•xt: Hlt·drn!l fallii, al!(l, if tlli;.: is n honwl dN•p h•vel ill tll<' gap 
a,;soeiat.1•tl willa a.snl'f:H·t· 1lt•1't·d, ehargl' \dll1low audthe lw,;t <'Ja·J·gy lllllHls will 
bend nnW this lcn•l align:; with tlte }\•rmi level of the bulk IWlllieoJHlu<:tor 
(11g. 13). Thi!> c:Hw.•s a f:i,·hottky barrier to form. 

5'-:1..3.::!. Spieer's native-defed model. SPICEl~ awl eo-work1~1·,; (41] hav<> 
champimH'<l tl1e notion that the Burdcen ~h1tes rt•:-;poll:-:ible for Fermi-level 
}linning of III-Y semicoudnc.tors are deep l<·n:.ls a-s~>O(·,iated wit11 native snrfa('c 
defeet~>. Ill this modeL tla• Sdwttky-burrit·r l!Pight for 11-type material if; the 
bin<ling energy of the ::onrface deep level with rt-iipe<:t to tLt· eondm·tiou h~md 
t•tlge (liN' fig. 13). 

5'4..3.3. Allen's theorr of Sehot.tky-ba,rricr heigl1ts in III-V 1wmieontluetor~. 
ALLEX r.t a.l. (-12~ 43] have calenlat-ed tlw binding cnergi<·>: of dN•Jl levels produeNl. 
br Ylbl'iou:-; fldeet~, na th·e antiiiite defN·t-s in p~bl'ti<·nlar, at the (110) f'urf:• (·cs 
of III-Y eomponnds a-nd ternnry III· Y a-lloys. Tl1ili nppron.('h followed an 
endier sngge~tionb)· DAW et al. LH] that Fermi-level ilinning b)· deep lewls 
itssociated with surface vacancies might aN'ount. for many Sc.bottky-ba.rrier 

~ 2.0 ..----'-,----.--...---,----, 
! 
;._, 

-<: 
.e-> 
<It 

-<: 

'--
·E 
_g 0.5 

' "' ;s 0 
0 -s 
V) -0.5 '--" __ ..__ _ _,_ __ ,___....._ _ __. 

ALAs Go..LI.s Go.P In? InAs Ga.As 

Fig. 14. - Predictl!d ::md obser...-ed :3r·1JOtH:~·-h:m·i<'r llci;.dt1~ in IJI-Y alloys vs. allo~­
"ompor-;iti,:l. after ref. [46]: - the01·~· (Ga~\F.), - experinu·nt (Au). The theory 
a;;;;;nmes Fermi-level pinning hy a cation on an anion site at the .Au/l<(>mieonductor 
contact. 

lw'glrt (lata. ~rht• t't•sulh of All1·n's ~·nl<·ulation:-; for 11<'<']' lcYPl.~ ;t:;sor:i:tll•1l wiflt 
surfa1·c caiioll-on-:tllion-.-·dl<• fmpuritie:; [4;11 -Hl] an• l!iv<•ll i11 fig-. JJ, >dl('l'•• tlr<·~­

:tt't' in J'(•lllarkahk a.~n·t·Hwnt wit !1 tlH• 1la l:t. Thi,; ~implc· tliNtry, w]lit·h ha~; 

IH'<'Il (lisc·lt.~sl'd i11 ch•tail aJ;wwltt•n·I_-J;"•J, i:-; c·apahlt> of c•xplainilll! W• !lt'l'Olls 

Hlke-pm:zling expel'imi·Htal fac·ts. .Fermi-knl pinuinl! h)· :mt i~;itt' (lt•f1·d-s :IC­
eonllt.'-' f11r t ht• ~. ltot tk~- lm !'l'iPrs lu·l\n•t•Jl ll111ll'I':H·t iY(• llwials ::1111 tllnst 1 Il-Y 
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:wmil·ondueturx. Dau;.diug honds or (•xtriu::k cldPI'tl'l lw(·ouw import alii '' lwn 
J'(':tttiw• uwtal:; or X]l(!l!i:tl sudHI'(' ]ll'(•paratiou~ al'(' iiiY(I]n·d :4:1]. K\.'\l\EY 

f'f. al. [.J!] haY<> :-;hmnt rt·l·•·utly tlwt ]Jar<lt'<.'ll':-: idP:Is t·au lH' ::}J]Jlic•d to Si ax 

well ax to tlw III-Y's: Sc·lwttky-harricr tlnt.H fo:· ~i/tr::uxitiou lllt't:tl ;-;ilil'id(• 

iutNfa l't'S can ht• mHll'rst.uotl ill 1 !'I' Ills of l"t•rmi-l<•n•l pi 1111 iug by i 111 t•J·f:~t·i:tl 

dangling hollcls. Thi., wm·k unific~o; tlw mulel'll1aJI(ling of ~<.·hottl;~·-h:~rrit•r 

lteightx of III-V llt'mieun<lul·tnr>~ and f::i and :d:w t•xpla ill.• wl1y free·:ml'f:tel' 
1·nleulations giYe good estilllatcx of tlte J:i'crmi-h·n·] piuuiJIJ,.: po:;itionx of iiJ1t•t·· 
fa ('ia1 de:f<.1<·ts. Ilt•nc·<.· it appcmrs lilwly tlm t. the SdJOttJ,;r han·it•rs on lltt! t·ommotJ 
scllli('ondn<~t.ors han·l•eig1ttx determined by suri<H't' dN•p lt•Yeh; (most as:>odutt·<l 
with Yariou:; na tin.• tlef<·c.h; ). 

s·n. Intt'i11~<ic 8tt1'/t1C!I states. - In a l!l'lt}'(!:;t-u<.>iglJhor tig-ht-hilHlill:.,:· mudd, 
u. :-;intplc way t~o creah• a :mdat·e i:-; t.o iu:-;<•rt a 81H·t•t of YHt·au<·k~ intn a h11lk 
IWlllh·ondnctor. Th<' deep level::; a~;:-;(,<•iated with this ~h<•<•t clcfe<.·t· n n· ,,ud:t('{' 
>~lat.es. Therefore, tlte haxic tlltmretknl appro:u·h to the d<'ep-l<.··n·l prohh·m 
a}lplies to J•redlcting ~urfa<·t• :.;t.al<•;; ail W<'ll. 'J'lwr<.• an'. of (•om·se, m:tll)' tedmkal 
problems assoeia te<l witlt efficiently ~;oldng tl1.: xef·U]ar NJlliltiou (14) for surf:u·e 
sti~tes at relaxetl and reconstruttecl surfaces. Tlw,.,.e diffi(mlties arc beyolHl tlu: 

X 
surface wave 1•ectcr lc 

Fig. 15. - Surfnce stnt-e cli:>persion rclat.iom as H•<•H:<ll: • tl (49] aml )•n•llictctl (4S-5l'] 
for InP, after ref~ (49] and [3]: --- self-ct•!I:<isteut lJSeudopotemial, ---- t-ight 
lJindiug, • data. 

ii('OjJ(' or the pre:-wnt wot·k [·I a]; XI''"{>J'tlwh•:;::: ntl f•Hiat iOlll' ofiJJtl'iuxk :;urf;){'(' ~I :t1·· 

tlisp!'l'::ioll t·lii'Y"X l1:1Y1• lwl'lt ('X('PIIh•!l ha,;(•!lull tlti~ llJIHh·lj-J~]. T,\ pic·:tlrt>::lllls 

at'<• gin•u iu lig. li"1 fnl' tilt' n·hiXt·tl (.JIU) surf:cl·t• of 1ll]' J·IH] •• \~ with tll<' pn•­
llidimJ:-; of llt•t•p i<'n•h- a!'sw·iatl'(] witlt poillt •lc-f••1·1:;, th<• ::urfac·t· stat<• pn•flic·­
tiola.' :tr<.• r·otu}::n·ahl,\· ac·(·m·ah• witl1 tlw l,.•,.;t lo(·;d-d{•mdty tlu•m•it•~< l.Jfl: ;,o]. 
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6. l\Jctustahlc alloys. 

Tlw idea~ develnw·rl for (.J"<•atiug ha111l ~h·Hd.m·p~ and im]llll'i!;r lt•Y(•];; t'Hll 

lH' <1 ppliPd to tl'<~HI iug Jmw• t·onpe:J11':t1iou.~ of <<iiii]HIJ'iti<·~> •> awl t.o JH'<•dit·1-ing 

]Jlta:w trawlitioux iu :dloys. l:<•!·<·ntly GllEE:u: f.t al. (51] lwT<' g1·own nwtaxtabh•, 
:-;ustitutioual, er~·~ht l1i liP (Ga.A.x)1_.,G<' 2,. and (Gai::'\JJ )1_.,Ge 2,. :~lloys, <'Y<'ll t-l10u~h 

tlH.' I'OII:-:1 itueut~, GaAx alHl Ge or GaSh ;tlHl G<~, an• immi:.;c·ih]l' at (•quiliurillllL 
TJH• (GaAsh__,G('2,. a11oyx t•xllibit H Y-ldla})('d uowing of t]l(l fund:tlll(.'.lltal bmal 
g;qJ a:; a fulJ(•tion of nllo;r eompuxitiou ;c (fig. 16). ~l'llis howil1g <·am JOt he 

0 
(GaM) 

0.6 
composition, x 

0.8 1.0 
(Gel 

Fig. 1 G. - Direct i•uergy gap of (GaAsh_,Ge2,. nllo)·s t·s. nlloy comllO~'ll ion w, nft<>r 
ref. fi;:~). The <lasl1ed line represent!; the orcl.inm:r Yirhwl-crystnl :~pproximat iou; 1lw 
solid line l'C}>rPi>CHt;; th•: th<.'ory of r••L [52. ;33}. Th(· data arc imlir.ah·<l l•y <·-in·lt·s. The 
litem·)· UI$Cs ]I<H'flllleten; approp1·i;~n· .n 4 K, when·a~< th<· <lnta arr for mom telll}lf•rntur<l 

(:n which the 1xllld g<~}>s an· difi'<::n'llt). 

<'X pia iiH•!l hy tlw Nlln'<'IIt.iow!l Yi rt ual·!'l')'st a] a pp1·oxi umtiou, \\ l dt·h a sximH·s 
!hat <':tt·h allo)' ix a <'l';.·,..;::d \\']HI>'<' iiglJt:],iiHlillg p:il':IIIH'1<•J'X al'<' iut<•rpnia1nl 

lwl\\'('('11 tlHJS<' of Ga~b at:d (i<•. :SE\01..\:'\ d ul. p·,:!~ ;,;~]lillY!' ;;lJoWII l11at tlw 
Y·slm]'<'tl howi!Jg' is dut• to all onln-<lisor!h•r trnm<itioll lw1w<·<·ll :1 zil;<·J,]t-JI<:,. 
:! l!d :t di:tlllOIJl! )111:1>'1' (>'I!' Ji)!. ] ';'). 

Ill IIJ•HI<·lillg !liP ph:t~l' tr:IIJXitiou ill 111•'XI' alloys, ~J.:\\'1\L\X wa:; i'at·<•d wi!lt 

data tlw1 l't'<lllin•ll a J:pa,;oJJahJ~· a<·c·m·at•· tlll'ory of <·h•Ptl'uiJic· s1nwtm·<· Y:tlid 
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a) 

b) 

c) 

d.) 

·-Go. Q-As Q-Ge 
Fi~. li.- -~ schematic model of the phases of (Gn..:\.sh_.,Ge~z· after ref. [52, 53]: 
cr.) lhe Ga..:\.s (ordered) zinchlende pluuu·, b) the Ge (disordcm•d) diamond phase, e) the 
GaAs-rich O)'(l.:red zinchleudc plmse of the allor and d) the Ge-1·ich di,wnlered diamond 
})hnsc of tlJf: :11lo;.·. In the f>!'''t•re!l plmse. the grent mnjorit;.· of Ga utoms O(·cup~· 

nominal Gn ;;ites, lmt in tlw ,l;,..ord(!red l'h:cs(• Ga atOlliS sl1ow no site prefereun:. 

in hoOt tJw orclt.•r(•<l zilu·bh·nd(• alHl t1tt• disortl('J't•tl clianwnd 1>1w::t's. Y(•t fe·w 
them·it•s :t rt• t·apa hie of a et·ura h•ly tt•t•a till~ hot 1t a plms<· i r:cll sitilm :llul el<·et rnuh­
stt·nf'i·m·t•. XJ~W~L\:X t•it'<'Hil1Yellh··l this ]H·ohh·lu hy·:ll!o]ltiu![ :t't,ni-H:tmiltouiau 
lltOt\<•J. 

Tht•HJ·,.q Halltiltoniall inYo]n·s :1 ]l,;t;tulos]lill fm·mnlisnL in wllid1 o<·c·upalion 
of a sih· R hr (ia. As~ or G<• is t'<•pr<·;·Wllll'd h~· a pst•udos]lill l::R tlwt i:-; <• llJl » 
(-~1)~ <<clo\\'JI>) (-1): Ol' ~lWI'II>> (11): 

lf = 2: l·l "'n sl,.- J\.'·oJj( Si~·] 
11,11' 
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Hl•rt• J, 11, lt HlHl .J m·<· puraHW1l'I'X <h~1ilwll iu r<•L jtJ:!], aml R and Rf :ti'P 

lwan•s1-Jit'igl!lun· sitt·~. 111 this ]l:\<'llllo:;],iH lall~-wlg<·~ <·l'yM:dlill<' GaAs is :1 
<• pst•ncloantift•nonmgJH•t n, h<•<·:ntx<' Hl1<'l'lla1ill.!!' sit<•:'> :11'1' o<·('ll]lh•ti hy G:t (<; ll]t ») 

:ll:<l.As (c• <lowu 1>); tlH' G<• at·.c,ms (<• spin r.<•rn ») <lilut<•llw c; aJJtif<•rrom:lgHI'Iism ». 

Tlu• <• ~-;pin-spin» inl<•radiou hd,\\<'<'ll lll'an·;;l 111'i~l1hor~; <·Hll;;<·s .\:; atolllx to 
prc·f<'J't:>Htially :.;urromHl Ga au~l fliseom:agt•:; tJu· fol'lllatioll of <·lust<•rs of oJt]~­
Ga or ouly As. DetailH oJ' t·lH' Hamiltonia11, \\·J:i<·ll is similar to tlH• J{lunw, 
EltWry, Griflltl1s HamiltolliHJJ [;:1·1] fm· 3H<·-~H<· :-:·•lntionx, aJ'(' givt·JJ iu rd. [ti::?]. 
Xmnux :;oln .. d tlds flamiltouinn, ill a nwall-Ji<•J<l approximation, to f1htai11 
tht> equation for the m·der paranH:>t('r .ill(.r, ;~·.): 

Jfj(J- .t•) = tgl1 [Jf/(J- ,1'
0
)]. 

Her<· :r. iR tl1e a-lloy <·omvosition Ht. whif·h tll<' minimum h:111d gap i;.: olJ:-:<·n·pd~ 

0.3 for (GaAs)1_zG<·~r· ~I'll(' oJ·;h•r parallWtf•J· i~ r<•l:ltt·d to tlw ]n'(lhahility tlwt 
a Gn ntom wi1l ht.· fouu<l on a Hominal eatiou sit<' of an imagiu<·d ziuehl<·wlt• 
lattice; if tldr> probability i:< tlw xanH• a~; that for fiBdiHg Gaona nominal HlliOJJ 

f;itC'~ tlH•JJ th<· cry;.;tnl strudnr<' is <• 1li:tnJOJHl » and not <• zim•bl(•tHh• "· Tl1at i..:. 
tlJe ullo~- is « disordvr. d ,., 

The second Hamiltonian is t.he Vogl <'mpiricnl tight-binding th<>or··~ but 
witl1 the allo~·'s parameters determined bra new ·rirtunl-crystal itppl;oximation 
that de})ends on tilt> order parameter of the first Hamiltoni:m: Tlw dhtgonal 
matrix elements are interpoJa I <'d assuming. for <'Xample, tl!:1t tl1e ln·ern:;rc· c·ntivu 

i;; [(1- x + Jl)/2) Ga.+ [(1- ;l' -· Jll)/2].::\;.. [•l:]Ge. Tlw e1ierg~· band stru(·­
ture C'omputNl using tllif' mcul<'l yields a llir<•c·t haml gap E .. (.~·) 1'.'1. nll(ly ('Olll· 

JlOi>ition ,r (fig. 16) a11d <'X}Jlaius tlw obs<'rYNl Y-sha.}Jed bowiJ,,!:! .. 

7. - Snn11nary. 

ln summ:u~·, the ~o;imph• i<l<•as-odgil1:1ti11g ill tht• work of Hsn, \\'ulfm·<l an<l 
~tt't•Ptmatl :nul qn:mtiJi('(l il! hotl1 tht· \'o.!;d <•mpit·it·al tigh1-hiudiug· :<:<·l1enH· and 
tlll' Hjahnar,;"Jl tltt•or~· of dd<·<·t:; ltHY<·pro\'<'11 to lta\'<' wi<lt>i:prt•a<l applinthility 
tn dl'f,•et f:tates~ bkrfa<:t• stat<•s, ..:nl'f:•!'l' statt·s, Kt·lwttky lJarri(•J's ::ntl allo.1· 
l hPury. 1'ht• most l'<•<l<·elllillg ieatnrt• of tl11• tltt•or~· is tlwt it ii\ :-:illlph· ellough 
to lw usNl by a uotw:xpert, au!l yN it JII'<HhH·h.: r:dltt'l' good ]11't·didio1I:< J'or til<' 
<• tlP<'Jl >) t•l<•t·trollic· ,;t;:h·s ass•wiah·!l witll alll!ost ally ltH·ali.zt•d p<•rturh:ttiol! ill 
a >'<'IIJii·Ollfludm·. 

\\'1· an· l!l'atl'fnl to tIll' 1·. ~. Oilit·<• of Xw::1l l:!•st•an·lt :llld tl,. l". ~. ,..\rlll,\'. 

l:t•s!•:t n·J1 Ollit·<· fol' tlwir gt•Jwl·uux support of t ]Ji,.; l't•s<•a l'!·lt (( 'o11t r;: 1'1 :?\of; . 
.Xno(l.J.J-77-C-fl:i37, 1\IHhllJ-t\J·K-O:~;-,; awl DAAG:!!I.;o;:J-K-fll:!:!). \\·<. J.an• 
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hPHofi1.1Ptl gma1-ly froiJL many ~1 imula1'-ing eon,·t·rs:d ion,; wi1 h c·ollt·agw·s a11•l 
stwl••nts throu;..:hont i l11• pnriod of this rt~;;•·a r<·l1. Tlll' a ui l10r apolo:..dz<·l' 1 o 
il1n many a.n1.hOI's whose work lw lms not. citt·«l a<lt•tjllaidy; his soh• <'xen:.:e 
fol· i his omission is a tll'.~iJ't• i o pres<•nt lt•<•tnres from a uniform Yiewpoint and 
11• ,: ai ion. lit• would like 1 o i :mn k It is co-:mthors ei11'<1 hl'lO\\' for teaching· 
him so much. In the prt•Jmratiou of this mann~cript, lw benefitted from 
conY(Irsations wiih D. ~··J:.<n:r.rcu, J '· JE:\'KI.:\S, G. Knr, K. ~EW)L\..:\ 7 ,J. SHE:\ 
allll D. \\'oLFOI!D. 
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Predicted energy ba:td gaps of (A mBv) 1 _xX~ 
metastable, substitutional, crystalline alloys 
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Predictions of the energy band gaps as functions of alloy composition are given for the Greene al­
loys, which are metastable, crystalline, substitutional alloys of III-V compound!> and group-IV ele­
mental materials. All possible combinations of these alloyo; involving Al, Ga, In. J'. As, Sb, Si. Ge, 
and Sn are considered. The rand L conduction-band minima. relative to the va!en.;e-band maxima, 
exhibit characteristic V-shaped bowing and kinks as functions of composition x; the band edges at 

point X bifurcate at critical compositions corresponding 10 the order-di~orch:r transition of ~ewmar. 
et a/. The V-shaped bowing due to the transition offers the possibility c• band gaps significantly 
smaller than expected on the basis of the conventional virtual-crystal approximution. Alloys with 
modest lattice mismatches that arc predicted to have especially interesting band gap£ include 
(lnP)1_,Ge2Jo, (AISb)r_,Sn2., (GaSb) 1_xSn2Jo, and (lnAsl 1 _ _.Snh, which are al10~·s with potentially 
small band gaps, and (AIAs)1_,Geh and (GaAs)1_ .. si;., which are alloys with larger gaps and 
several interesting band-edge crossings as functions of composition. 

I. INTRODUCTION 

Recently, Greene and co-workers have fabricated a new 
class of semiconducting (A 111Bv) 1 _xX~ alloys for a wide 
range of compositions.1

-
4 The III-V compounds and 

group-IV elemental materials are normally immiscible at 
equilibrium,5 but can be forced to mix by ion bombard­
ment during growth. The resulting material, in the case 

of (GaAs) 1_xGe2x or (GaSb) 1_xGe2x, is a metastable, 
crystalline, substitutional alloy with a lifetime at room 
temperature of order 1029 years.6 The fundamental energy 
band gap of (GaAsh-xGe2x has been deterrninc.d from 
optical-absorption measurements and shows a nonparabol­
ic V-shaped bowing as a function of alloy composition x 
(Ref. 7). A V-shaped band gap cannot be explained using 
the conventional virtual-crystal apprcximation, which 
gives approximately parabolic bowing. This V-shaped 
bowing is explained, however, with a zinc-blende-to­
diamond, order-disorder phase transition.8 

>. 
0> ... 
Cl.l 
c: 

4J 0.4 

(GaSb)~-:~1 Snzx 

6a;0 = 0.06 

0.5 
X 

1,0 

FIG. I. Predicted band gaps at points I~, L, and X versus al­
loy composition for tGaSb) 1_xSn:,. Kink. are Sc,'Cn in the rand 
L levels and the level at point X btfurcates at the assumed criti­
cal compv~ition of Newman's zinc-blende-to-diamond phase 
transiti01.. x< =0. 3. The gap i~ direct for all compositions, 
ranges from "'O.fl to zero and decreases slow~y as a function of 
cornpo:-.i1ion fn.m 0.15 eV to zero for compositions greater than 
the critical composition. 
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A theory for this transition has been developed by New­
man et al.8- 10 and applied to (GaAs) 1_xGe2x. As seen in 
Fig. I, where the theory is eva.lt•:tted for the con•· lction­
band minima nea: points r, L, and X for tGaSL:-xSn2x, 
the fundamental band gap exhibits a J'-shared bowing as 
a function of composition, witl• a k;nk at ! .• ;: critical com­
position Xc· This theory aiso gives SF.Jaller gaps than 
those of the conventional virtual-crystal approximation. 

In this paper we apply this theory to the entire class of 
(A mBvlt-xX~ alloys involving all possible combinations 
of AI, Ga, In, P, As, Sb, Si, Ge, and Sn, and we predict 
the energy band edges for the.! new metal'~able materials 
as functions of alloy composition x. We also establish 
general rules for unders•anding the chemical trends in the 
band gaps and for :hoosbj a metastable (A lllB v) 1 _xX~ 
alloy with a desired energy band gap. 

II. THEORY 

The central idea of the prese;.t work is tha: all of the 
(A lllB vlt-xX~ metastabl':: alloys should exhibit an 
order-disorder transition irom an (. jered zinc-blende 
structure (in which cation<; "know" which sites ;;re sup­
posed to be cation sitesl :.1 the disorde:-ed diamond struc­
ture i · which there is no distinction bet\\ ,·.;·n anio:' and ca­
tion sites. fhe critical composition x, at which t' · s tran-
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sition occurs depends on the growth conditions of the al­
loy. 

In developing a theory of the electronic structures of 
these alloys, we must remember that very little is present­
ly known about these new and interesting materials. 
Many of the metastable alloys have not yet been grown; in 
most cases, satisfactory growth conditions are not yet 
known; and it is not yet definitely known if any of the 
Greene alloys other than (GaSb) 1_xGea exhibits the 
order-disorder transition [which should be detected in x­
ray diffraction as the disappearance of the (200) zinc­
blende spot as x approaches Xc from below]Y These 
facts are important in defining the nature of the theory 
that is appropriate at this time; it should be global and 
simple, rather than detailed and excessively quantitative. 
With this in mind, we assume both that all of the Greene 
alloys exhibit the Newman et al. transition, and that there 
exist growth conditions that will result in a critical com­
position x.-=0.3, the value appropriate for the two alloys 
grown to date by Greene and co-workers: (GaAs)1_xGea 
and (GaSbl1_xGea (xc is probably experimentally adjust­
able).12 We then predict the band structures (as functions 
of alloy composition X• of the remaining (AmBvlx1; 
metastable alloys with the intent of determining which al­
loys arc likely to exi1ibit interesting and useful electronic 
structures-thereby targeting specific alloys for priority 
growth. Thus, we present these calculations in order to 
predict which materials are most likely to be interesting, 
rather than pretending to specify the band structures with 
any precision. 

A. Order-disorder transition 

The order-disorder transition involves a change of sym­
metry from the zinc-blende structure to the diamond­
crystal structure. In this transition, the distinction be­
tween anion and cation sites is lost. The relevant order 
parameter is:9 

M (X)= ( Pm) cation ( Pm ) anion • (1) 

where we imagine a zinc-blende lattice with sites labeled 
nominally "cation" and "anio;~." and (Pm >cation is the 
average over all the lattice sites of the probability that a 
column-III atom occupies a nomi•1al cation site. Thus 
M (x) is proportional to .the average electric dipole mo­
ment per unit cell. The order parameter depends 6n· the 
growth conditions te.g... substrate temperature, ion­
bombardment energy) a!' well as on the composition x. 
For a completely ordered zinc-blende alloy, in which all 
column-III (column-Vi atoms occupy nominal cation 
(anion:' ~ites, wr have ·".f = 1-x. If all the cations are on 
anion site~ am' the anions are on ca:ion site . we have 
merely mislabeted th;;. nominal lattice and the order pa­
rameter is x 1. For the metastable ordered phase 
(x <Xc =0.3), we have 0 < I M(x) I < 1-x. For the 
disordered diamond ph:.~e (x > Xc), we have M =0. 

The theoretical problem posed by the Greene alloys is 
that of predicting the electronic structure of metastable al­
loys which are descr.hed by the order parameter M(x). 
Thus, we must fir>~ execute a nonequilibrium phase· 
transirion 1 IH.'Ory of M (xi and then calculate the change:: 
of the electronic structuf\· as the alloys (with different 
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composition x) undergo the order-discrder transltlon. 
Newman sl:"Jwed that this formidable problem could be 
solved by breaking it into four connected parts: (i) an 
equilibrium phase-transition theory of the order parame­
ter M(x), based on a three-c0mponent "spin"­
Hamiltonian model similar to t!le Blume, Emery, Grif­
fiths mode1 13 of He3-He4 solutions. [Spin-up, spin-down, 
or zero at a site in (GaAs) 1_xGea signifies occupation of 
that site by Ga, As, or Ge, respectively.] (ii) Introduction 
of the nonequilibrium character of the alloys by eliminat­
ing those equilibrium phases that cannot be reached due 
to growth conditions (e.g., phase separation, which occurs 
at equilibrium, is prevented because characteristic growtl: 
times are small in comparison with the timt: required for 
the phases to diffuse apart); (iii) mutual elimination of 
two unknown parameters of the spin-Hamiltonian model, 
i.e.; a spin-coupling constant J and an effective growth 
temperature T, in favor of one empirical parameter, the 
critical composition xc; 14 and (ivl evaluation of the elec­
tronic structure using a modified virtual-crystal approxi­
mation and a tight-binding model15 whose matri: ele­
ments depend parametrically on the order parameter 
M(x ;xcl· Thus, in the Newman approach there are two 
Hamiltonians: (i) a spin-Hamiltonian for treating the 
order-disorder transition and for calcularing the order pa­
rameter M(x ;x.,) and (ii) an empirical tight-binding 
Hamiltonian-that depends parametrically on 
M(x ;xc)-for calculating the electroni-: structure. 

B. Spin-Hamiltonian model 

Newman eta/. have shown that a 111-V compound 
semiconductor such as GaAs can be modeled in a spin­
Hamiltonian language as an "antiferromagnet" where 
spin-up or spin-down on a site repn·sents occupation by a 
group-III atom or a group-V atom, respectively. Thus 
GaAs, with alternating Ga and A$ atoms, in this 
language, is an "antiferromagnet.'' The "magnetization" 
is proportional to the net electric dipole moment per unit 
cell, Eq. (1), and for zero-temperature GaAs at equilibri­
um, equals unity. In metastable (AmBv) 1 _xX~~ alloys 
such as (GaAs)1_xGe2x, occupation of a site by a 
column-IV atom such as Gt' :s represented by "spin" zero. 
If the Ge were to occupy both anion and cation sites 
without disturbi:ngthe occupation of these sites by Ga and 
As, then the order parameter would be M(xl='l-x. 
However, M is not 1- x because Ge (spin zero) d;Jutes tne 
"magnetization" M (x ;x.,) of this "antl:'erromagnet," by 
removing nonzero "spins" at various site~. until there is 
insufficient "spin-spin" interaction for an averagt site to 
"know" it should have spin-up or spin-down. With a suf­
ficient concentration x of diJ' tants (that depends on tem­
perature), the "magnetizatiu ..• " vanishes, and the system 
ur.J~;·goes a phase transition. from an "an•iferromagnet­
ic'' zinc-blende state with M=t=O tc an "unmagnetized" 
phase (M =Ol. That is, as Ge dilutes GaAs, an average 
cation site is ri"l longer fully surrounded by As aUmf-. and 
no longer feels ele !tronically compelled to be occupied by 
a Ga atom rather than an As atom. The average elc'. rric 
dipole moment M(x) of the ordered zinc-blende pha~"" de­
creases and the system undergoes a transiti(ln from an or­
Utrt·d zinc-blcn<lc phase in which Ga atoms prd.cn:n.ially 
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occupy non,inal cation sites to a disordered (M =0) dia­
mond p!1ase in which there is no distinction between 
anion and cation sites. Newman constructed a spin­
Hamiltonian model of this order-disorder transition. The 
important physical parameter of this Hamiltonian is a 
nearest-neighb,•r spin coupling (which is related to ener­
gies of interac! •.m of the pairs of atoms V-V, III-III, and 
III-VJ. The Hamiltonian, when treated in a mean-field 
approximation, yields the following equation for the order 
parameter 1.~ (x ;xc): 

· tanh[(M/(1-xc:-l]=[M/(1-x)], (2) 

where xc is the critical composition of the order-disorder 
transition. 

C. Tight-binding Hamiltonian 

The electronic structure calculations are based on an 
empirical, ten-band, second-nearest-neighbor, tight­
binding theory, which employs an sp 3s* basis at each site 
of the zinc-blende lattice. The on-site and nearest­
neighbor matrix elements of this model have been ob­
tained previously by Yogi et a/., 15 who fit the known band 
structures of many Ill-Y compounds and group-IV semi­
conductors. The Vogl matrix eJ,~ments are augmented by 
one or two second-neighbor parameters 16 (see Table Il in 
order to obtain a better fit to the band structures of these 
semiconductors at the L point of the Brillouin zone. (The 
Yogi model was designed to fit the conduction-band struc­
tures wdl near points r and X.) The on-site matrix ele­
ments for these many semiconductors exhibit manifest 
chemical trends that depend only on the atomic energies 
of the atom on the site, to a good approximation. The 
off-diagonal nearest-neighbor matrix eiements are inverse­
ly proportional to the squar~ uf the bonJ length d, accord­
ing to the rule of Harrison et J/. 17 For our purposes the 
important physical parameters of the tight-binding Ham­
iltonian are the on-site energies of the column-III, -IV, 
and -V atoms, which we shall interpolate using a general-

TABLE I. Second-neighbor parameters. Note here that 
Elp:ca,pya')=E(p;cc,pyc') and Elsa,pxa)=- dpxc,sc'). See Ref. 16 
for details. 

Semiconductor E(Su pya') E!pxa,pya') 
----· 

AlP 1.990 0.000 
AlAs 1.830 -0.876 
AISb 0.101 0.000 

GaP 0.641 0.000 
GaAs 0.464 0.000 
GaSb 0.688 0.000 

InP 0.368 0.000 
InAs 0.187 0.000 
lnSb 0.107 0.000 

Si 0.000 0.146 
G<' 0.157 0.000 
Sn 0.000 0.056 

ized virtual-crystal approximation.9 The on-site matrix 
elements are interpolated according to Eq. i3), as are Vd 2, 

where V is the off-diagonal matrix elements and d is the 
bond length of the alloy predicted by Vegard's law: 18 

d(xl=( 1-;tldm.v +xd1v· 
We expect these (A 111Bv) 1_..,Xi; alloys to satisfy ade­

quarely the Onodera-Toyozawa 19 criterion for an "amal­
gamated" electronic spectrum, since the variations in on­
site diagonal matrix elements are small in comparison 
with nearest-neighbor transfer matrix .:lements.20 There­
fore, we expect them to have rdatively well-defined band 
striictures which can be described (in a first approxima­
tion) by a mean-field theory of the virtual-crystal type. 
They cannot be treated with the ordinary virtual-crystal 
approximation, however, because (in the disordered "dia­
mond" phase, in particular) they contain many antisite 
atoms (e.g., a column-III atom on a nominal anion site)­
and the usual virtual-crystal approximation does not allow 
for antisite atoms. We circumvent this problem by using 
the generalized virtual-crystal approximation,9 which has 
virtual anions and cations such that the virtual cation is 
(schematically): 

[O-x +J1)!2]A lll+(O-x -M)/2)Bv +xX1v. (3) 

Here, A 111, X 1v, and Bv represent the column-III, -IV, 
and -V atoms, and ,\1 (x ;xc) is the order parameter ( I) of 
the order-disorder transition, obtained by solving Eq. (2). 

Hi. RESULTS 

The energies of the band edges (relative to the valence­
band maximum, which is defined to be the zero of energy) 
are given in Fig. 1 for (GaSbJt_..,Sn2x- Corresponding 
results for all possible (A 111Bv)r_..,X~ alloys are given in 
Figs. 2-4. The f conduction-band minimum occurs at 
k=(O,O,O) in the band structure. The edges labeled .:1 and 
.\ refer to the conduction minima near the (1,0,0) and 

I I I) • • 1 (' . X d L) 21 ( T, T, "T potnts, respective y t.e., near pomts an . 
For k at the X point of the Brillouin zone, the 
conducrion-band edge actually bifurcates as a function of 
alloy composition at the critical composition xc, produc­
ing both an X 1 and an X3 minimum in the zinc-blende 
(ordered) phase for x < ."tc, but only one minimum for 
x > xc in the diamond (disordered) phase. This bifurca­
tion is reflected in the dependence of the minima along 
the .:1 line as functions of composition x (see Fig. 4), be­
cause these minima lie at wave vectors near point X. The 
relative minimum at point r, when plotted as a fur• ·ti{•!l 
of composition x, exhibits a kink at xc, as does the band 
edge at the L pvint. The minimum in the A direction re­
flects the kinked behavior of the nearby L point. 

In addition to the dependences on alloy composition x, 
there are discernible trends depending on the positions of 
the atoms in the Periodic Table. To facilitate quantifica­
tion of these trends, we define an effective average atomic 
number: 

( Z) =xZ1v +( 1-xHZm +Zvl/2. (4) 

where, for example, Z 111 is the atomic number of the 
column-lll atom. Figure 5 shows that the r. ~. and ,\ 
band edges tend to decrease in energy with increasing 
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FIG. 2. Predicted band gaps of (A.mBv) 1 _~Silx alloys versus x, for the following III-V compounds: AlP, AlAs, AISb, GaP, GaAs, 
GaSh, JnP, InAs, and InSb. Lattice mismatches, defined by Eq. (5), are shown. Kinks can be seen in the r, A, and t1 levels at the as­
sumed critical composition x, =0. 3. The t1 minimum generally lies some distance from the X point in ou. tight-binding model, so the 
strict bifurcation at the X point is not clearly visible. The kinks near x 1 are due to a crossing of the r/ and r~ levels. 

(Z}, with r decreasing most rapidly and !J. decreasing 
least rapidly with ( Z}. This trend can be exploited, for 
example, to find metastabk alloys with small fundamental 
band gaps for possible applications in infrared photogra­
phy: The smaller gaps arc associated with large average 
atomic numbers. Hence (GaSbh-xSn2x, with average 
atomic numbers ranging from 36.5 to 50, should be an in-

teresting small-band-gap matct·ial. provided its electmnic 
transport properties can be made suitable for lil'vic·· appli­
cations. 

Predicted band gaps of the metastable zinc-hkndc­
diamond Greene alloys fabricated from AI, Ga, In, P, As, 
Sb, Si, Ge, and Sn are shO\vn in Figs. 2-4. General 
trends follov-· those of the prototypical alloy 
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FIG. 3. Predicted band gaps of (A.111Bv)1_xGe2J: alloy versus x, for the following Ill-Y compounds: AlP, AlAs, AISb, GaP, 
GaAs, GaSb, InP, InAs, and InSb. Lattice mismatches, defined by Eq. (5), are sJi.)wn. Kinks can be seen in all levels, at the assumed 
critical composition x.=0.3. For some alloys, notably (lnPl1_ .. Ge2J: for x <0.4 and (lnAs)1_ .. Ge2J: for x <0.5, the 11 minimum 
occurs at the X point in our tight-binding model and the strict bifurcation at point X is clearly visible. 

(GaSb)1_ .... sn2x, shown in Fig. I. All alloy band gaps ex­
hibit kinks at Xc as a function of composition. There is 
always at least one kink in the minimum conduction-band 
edge at X oo~xc, due to the phase transition. This kink is 
not assot'iat<..-d with a crossing of the band edges, although 
these types of effects can also be seen at other composi­
tions. For example, in (lnP)1_ .... Ge2x (Ref. 22l at 
x =0.85, the conduction band at r crosses with A and 
the alloy goes from being a direct-gap semiconductor to 

one with an indirect gap. 
The alloys with the smallest lattice mismatches 

A. a Ia =(a 1v -am.v )/a,v (5) 

are especially interesting. We focus primarily on alloys 
with Aa Ia < 0.07. Valm .. "S of Aa /a are given in each fig­
ure. 

Since the details of the band gaps for these alloys de­
pend on the constituents, we summarize details below fig-
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FIG. 4. Predicted band gaps of IA 111Bvl,_xSn:~x alloys versus x, for the following 111-V compounds: AlP, AlAs, AISb, GaP, 
GaAs, GaSb, InP, lnAs, and InSb. Lattice mismatches, defined by Eq. 15), are show11. l(inks can be seen in all levels. at the critical 
composition x, =0.3. For some alloys, notably UnP) 1 _,.Sn:~x for x <0.6 and \InAsl1-xSna for x <0.5, the!::. minimum occurs at the 
X point in our tight-binding model and the strict bifurcation at point X is clearly visible. 

ure by figure. Figure 2 displays predicted band edges for 
zinc-blende materials combined in metastable alloys with 
Si. Those with the sm;..llest lattice mismatches are 
(AlPJ 1_xSi2x (Aa /a= -0.004), (A1As) 1_..,Si2x (-0.043), 
(GaPh-xSi2x (-0.004), and (GaAs) 1_..,Si2x (-0.043).23 

Thus, of this class of well-lattice-matched alloys, one is 
restricted to materials with ( Z I ;S; 23. The fundamental 
band gaps of these alloys vary from 1.17 eV for Si to 2.5 
eV for ordinary AlP.23 These gaps tend to have only one 

kink, at the critical composition x =x., b<:cause the fun­
damental gap, like that of Si, is along the .1 1 line for all x, 
and does not cross r or A [the exception being 
(GaAsl 1_..,Si2x for which we find crossings from r to A 
to A as a function of increasing composition]. The kink 
in r for x:::O.S is due to mixing of this level23 and a r;s 
level not displayed (Si has r;s < r;). In contrast to !he 
small-lattice-mismatched mMerials. the heavily strained 
alloys (see the last row of Fig. 21, •til sh< w multiple band· 
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versus average atomic number ( Z). The relevant energies for 
the (A 111Bv) 1 _..,X~ alloys in question lie within the boxes of the 
figures. Hence those at r and A, in particular, tend to decrease 
with increasing ( Z ) . 

edge crossings from r to A to t:. as a function of increas­
ing composition x. 

Figure 3 gives band edges for zinc-blende materials in 
meta:;table mixtures with Ge. Those with the smallest lat­
tice mismatches are (A1Pl 1 _ _.Ge:u (t:.a/a=0.037), 
!AIAsli-xGe2x (0.0), (GaP)I-xGclx (0.037), 
(GaAs)I-xGe2x (0.0), and OnP)I-xGe:u (-0.037). In this 
class of alloys we are restricted to well-lattice-matched 
materials with { Z) ::::; 32. The band gaps of these alloys 
vary from 0.1 eV for (lnP) 1 _ _.Ge:u at x =0.3 to 2.5 for 
ordinary AlP. The band gaps of these alloys have cross­
ings from t:. to r to A for (AlP)1 _ _.Ge:u and 
(A1As) 1 _ _.Ge:u and from r to A for the others. Of the 
remaining alloys with larger mismatches, some, such as 
(lnAs) 1 _ _.Ge:u and OnSbl 1_.,Ge2x, have zero gap for 
S<'me compositions x but, because the mismatch is larger, 
they may be difficult :o grow. 

Figure 4 presents our predictions for metastable alloys 
resulting from mixing zinc-blende materials with Sn. 
Those with the smallest lattice mismatches are 
(A1Sb) 1 _ _.Sn2x (!:.a Ia =0.053), UnAsh _ _.Sn2x (0.068), 
(GaSb) 1 _ _.Sn2.x (0.060), and (lnSb)I-xSn2x (0.0). In this 
class of alloys, lattice matching restricts us to materials 
with 32::::; { Z) ::::; 50. These are especially interesting ma­
terials because Sn has a zero band gap. The band gaps are 
predicted to be zero for the metastable alloys 
{!t;..\Sh _ _.Sn:u and (lnSb) 1 _ _.Sn:.x for all compositions 
(despite the fact that the equilibrium compounds lnAs 
and InSb have nonzero gaps24

). All of the Sn-based meta­
stable alloys (with small lattice mismatches) mentioned 
above are either dirxt-gap or zero-gap materials. 
(GaSb)1 _ _.Sn:u is particularly interesting, because the 
predicted gap varies from 0.15 eV to zero over a large 
range in composition, from 0.3 to 1.0. Hence, the gap is 
small and may not be too sensitive to fluctuations in local 
environment. This, along with (lnP) 1 _ _.Ge:u, may be an 
especially good candidate for an infrared detector.22 The 
remaining alloys, while covering a large range in gap size, 
from 2.5 eV for ordinary AlP to zero for Sn, all have 
large lattice mismatches, t:.a /a > 0.096, and good-quality, 
long-lived, metastable samples of these materials may be 
difficult to grow. 

IV. CONCLUSIONS 

We have presented predictions of the energy band gaps 
versus alloy composition .~ for the Greene alloys: meta­
stable, crystalline, substitutional alloys of III-V com­
pounds and group-IV elemental materials. The band gaps 
at points rand L exhibit kinks and the X points bifurcate 
as functions of composition x, at a critical value Xc corre­
sponding to the order-disorder transition of Newman 
et a!. The V-shaped bowing offers the possibility of band 
gaps significantly smaller than expected on the basis of 
the conventional virtual-crystal approximation. Alloys 
with modest lattice mismatches that are predicted to have 
small band gaps include (lnP) 1 _ _.Ge:u, (A1Sb) 1 _ _.Sn:u, 
(GaSbl 1 _ _.Sn:u, and (lnAs) 1 _ _.Sn2x- Larger band-gap al­
loys with several potentially interesting level crossings in 
the band gap include IA1As) 1 _ _.Ge:u and (GaAs) 1 _ _.Si:u. 
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sterdam, 1984). 
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of (GaAsl1_,Ge2>: in terms of percolation, was given by M. I. 
D'yakonov and M. E. Raikr., Fiz. Tekh. Poluprovodn. 16, 890 
(1982) [Sov. Phys. Semicond. 16, 570 (1982)]. However, per­
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lSp, Vogl, H. P. Hjalmar~on, and J. D. Dow, J. Phys. Chern. 
Solids 44, 353 (1983). Some parameters have been refit more 
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V(s*a,pc)= V(pa,s*c)=4.5434 for Ge; V(sa,pc)= V(sc,pa) 
=4.2288, V(s*a,pd= V(pa,s"cl=3.9665 for Sn; 
V(sa,pcl=4.2485, V(sc,pa )=5. 2671, F. (s" ,a)=8.5014, 
V!.l*a,pc)=4.752:', V(pa,s*c)=4.2547 for GaAs; 
E!s,a)= -7.12~·6. £(p,a'=0.671S, Els.cl=- 3. 7042, 
£(p,c) 2.7312, V(s,s)"= -5.9854, Vf.•:.x)~ 1.3546, 
V(x,y)=4.443F.. V(sa,pc)= 5.169.3, l'(s:.pal=4.4708, 
V<s"a,pcl=5.1609, and V(pa,s"c)=4.ll99 fnr GaSb. 

I<>We have modified the nearest-neighbor moe:! 10 include 
second-neighbor interactions, as discussed for Ge and Si by 
K. E. Newman and]. D. Dow, Phys. Rev. B 30, i929 (1984). 

l1W. A. Harris• ·I• and S. Ciraci, Phys. Rev., B 10, 1516 (19741; 
W. A. HarriMm, Ele,;:tronic Structure ana the Properties of 
Solids !Freeman, San Francisco, 1980). 
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19Y. Onodera and Y. Toyozawa, J. Phys. Soc. Jpn. 24, 341 

(1968). 
20H. Holloway and : •. C. Davis, Phys. Rev. Lett. 53, 8.:: 11984/, 

have recently suggested that the satisf~oction of the Onodera­
Toyozawa criterion may no' be sufficier.; to gua~;;.ntee the va­
lidity of a virtual-crystal approximation. We disagree with 
many of their statements about Ref. 9. The central theoreti­
cal arguments of their paper art> contri·dicted by recent exper­
imental results !Ref. II). 

21The relative minimum of the con.• •..:tion b::nd is either at 
point r, or near lor at) points X or L, in the j. or :\ direction. 

22D. W. Jenkins, K. E. Newman, and J. D. Do'"• J. Appl. Phys. 
ss, 3871 (19i14). 

23We are using a no:;~tion r fo1 s-like states r 1
, as opr,osed to 

p-like states r:~ (c. cnoting the conduct.ipn band and I' denot-
ing valence band). · 

24Recall that because of ion bombJtdmc:lt during growth, meta­
stable AlP, for example, has more antisite defects and thus 
should be different from stable equilibrium AlP. This model 
gives a smaller baud gap for metastable III-V compound 
semiconductors than for the stable IU-V compounds. The 
"magnetization" M (x ;x,) is not unity for x =0 in this 
theory, i.e., the theory predicts a significant concentratiot; of 
antisite defects. 
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The following facts. and many others. concerning III-V (e.g., GaAs, InP) Schottky barriers 
can be understood in terms of Fermi-level pinning by interfacial antisite defects (sheltered by 
vacancies) at semiconductor/metal contacts: (i) the barrier heights are almost independent of 
the metal in the contact; (ii) the surface Fermi levels can be pinned at sub-monolayer coverages 
and the pinning energies are almost unaffected by changes of stoichiometry or crystal structure: 
(iii) the Schottky barrier height for n-InP with Cu, Ag, or Au is = 0.5 eV, but changes to 
= 0.1 eV when reactive metal contacts (Fe, Ni, or AI) are employed because the antisite defects 
are dominated by P vacancies; a1;d (iv) the dependence on alloy composition for alloys of AlAs. 
GaAs. GaP, In As. and GaAs is extremely complex- owing to the dependence of the binding 
energy for the cation-on-anion-site deep level on alloy composition. Fermi-kvel pinning by Si 
dangling bonds at Si/transition-metal silicide interfaces accounts for the following facts: (i) the 
barrier heights are independent of the transition-metal. to within 0.3 eV: (ii) on the 0.1 eV 
scale there are chemical trends in barrier heights for n-Si, with the heights decreasing in the 
order Pt. Pd, and Ni; (iii) barriers form at low metallic coverage, (iv) barrier heights are 
independent of silicide crystal structure or stoichiometry to :t 0.1 eV; and (v) the barrier heights 
for n-Si and p-Si add up to approximately the energy of the band gap. 

1. Introduction 

When a metal is deposited on a semiconductor surface, a potential barrier 
to electron motion is formed, which prevents the flow of electrons between 
the metal and the semiconducwr. The physics governing the formation of 
this Schottky barrier is controversial even today. Here we present theoreti-

0378-5963/85/$03.30 © Elsevier Science Publishers B.V. 
(North-Holland Physics Publishing Division) 
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cal calculations which support the notion that Schottky barriers are com­
monly (but not exclusively [1]) formed as a result of "Fermi-level pinning" 
by deep trap states associated with defects at the semiconductor 
surface. 

The basic idea of Fermi-level pinning was enunciated by B:. deen [2} in 
1947, and is most easily described for the limit of H degenerate n-type 
!'Cn~icund' ctor in contact with a m~tal. The Fermi energies of the semicon­
ductor, the semiconductor surface. and· the metal must align in electronic 
equilibrium. At zcr,, temperature. the Fermi level of the semiconductor lies 
almost at the conduction band edge (more precisely. at the donor level), and 
lines up with the Fermi level of the metal. The Fermi energy of the 
semiconductor's surface, however, can lie deep in the fund:1 ,Jental band gap 
if there are deep impurity levels in the gap. In this case of sufficient 
concentration of del!p 1-::vels in the .!P'P· the deep levels determine and 
"pin" the Fermi energy of the surface. which does no! align with the bulk 
semiconductor's Fermi energy if the valence band maxima of the bulk and 
the surface are assumed to be at the same energy. Hence, the semiconductor 
and its surface are not in electronic equilibrium when the valence band 
maxima align. As a result, carriers must diffuse in order to bring the surface 
into electronic equilibrium with the bulk semiconductor and the metal: a 
surfan.' dipole must build up, and the bands must hend near the surface to 
align the Fermi energies of the bulk and the surface. This results in a 
Schottky barrier (see fig. 1). Bardeen, in his Fermi-level pinning raper. left 
open the possibility that the deep levels responsible for the pinning might be 
either intrinsic (e.g .. ;;urfa<·e states) or extrinsic. Spicer and co-workers [3] 
have championed the icka that nati.:·e defects produced during the formation 
of the semiconductor/metal contact pin the Fermi energy. 

In this Fermi-level pinning model, one can estimate the Schottky barrier 
height for an n-type semiconductor by first determining the defect respon­
sible for the pinning and then calculating the differem:e in energy between 

Conduction Band ) Bor}ier He 

Valence Band ~ 

Semiconductor Surface Metal 
n-l!:Jpe 

Fig. I. Schematic illustration of the Bardeen model of Fermi-level rinning by a semiconductor­
surface defect deer level (denoted by an oren cirdt• with a bar through it). 
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the neutral defect's lowest unfi11ed deep level in the gap and the conduction 
band edge. (For p-type material, the highest filled level in the gap pins the 
Fermi leveL) Hence the problem of calculating the Schottky barrier height is 
reduced to the equivalent problem of computing the binding energy of a 
deep level. (See fig. 1.) 

2. Deep levels in the bulk 

To understand the physics of deep levels at metal/semiconductor con­
tracts, one must first comprehend the basic physics of deep impurities in the 
bulk of a semiconductor. An impurity level, by current definition [4], is 
"deep" if that level originates from the central-cell defect potential of the 
impurity (as opposed to originating from the long-ranged Coulombic tail of 
the defect potential, as for "shallow" levels). ln covalently bonded semi­
conductors, sp3-bonded substitutional defects have typically four deep levels 
near the fundamental band gap and an infinite number of shallow levels. 
The infinite number of st.:JIIow levels is associated with the fact that the 
Coulomb potential has an infinite number of bound states. and the four deep 
levels are due to there being one s-like and three p-like orbitals for an 
sp3-bonded defect. ln the bulk of a tetrahedral semiconductor, the three 
p-states are degenerate, forming a T,-symmetric deep level. and the s-state 
gives rise to an A 1 level. 

The four deep levels need not all lie within the fundamental band gap, 
however. In fact, it is rare that all four do. Indeed, a "shallow impurity" is 
one for v. hich all of its deep levels lie outside the fundamental band gap (fig. 
2). A "dc::.:p impurity" is an impurity that produces at least one deep level in 
the band gap. The issue of whether a deep level lies within the gap or not is 
a quantitative one: if the host band:. are broad enough and the fundamental 
band gap is narrow enough. then the bands are likely to cover up all of the 
deep levels, making them resonant with the host bands. Hence. narrow-gap 
semiconductors tend to have relatively fewer "deep impurity" centers (with 
levels in the gap) than large band-gap materials. 

The basic physics of deep levels i:- illustrated schematically in fig. 3 for the 
case of an N impurity replacing P in the bulk of GaP. For simplicity we 
consider only the A 1 or s-like deep state of the defect. First consider atomic 
Ga and P, which, when combined into a molecule. form bonding and 
antibonding levels. The b<mding-antibonding splitting is of order v2/ca.­
cp). where v is the nearest-neighhor transfer matrix element and Ec;a e,. is 
the energ~ denominator resulting from perturbation about th1.' nt: •.,•ac 
tight-binding limit [5.6]. The bonding and anribonding states of the mnic­
cule are the parents of the conduction and the valence bands of the solid. 
respectively. If now one P atom is replaced by an N impurity awm. the N 
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---A, ---T2 

E gop G(':{'"~.f'(0"/#/.0'"/ffc?'@'::;'l'h:?":;0.<Conduction 

--A, 

Shallow Deep 

Fig. 2. Schematic illustratim of the difference between "shallow .. and "deep .. sp3-bonded 
substitutional (donor) impurities, after ref. [21). lne shallow energy levels ir the band gap are 
dashed. The deep levels of A1 (s-like) and T2 (p-like) symmetry are deno!Cd hy heavy lines. In 
the case of a "shallow impurity" the deep levels are resonances and lie outside the fundamental 
band gap: for a "deep impurity" at least one deep level lies within the gap. The lowest level is 
oc.:upied by an extra electron (dark circles) if the impurity has a valence one greater than the host 
atom it replaces (e.g., S or 0 on a P site in GaP). 

will try to hybridize with its neighbors. However, the atomic energy of the N 
is= 7 eV lower than the corresponding energy of the P atom it replaces (i.e., 
the defect potential in the central-cell is V = -7 eV). As a result, the energy 
denominator is = 7 eV larger [,)r N than for P. and (since v is almost the 
same for P and N [7]), the bonding-antibonding splitting is smaller- and the 
deep level lies within the band gap. For a slightly less negative value )f V 
(i.e .. a slightly more electropositive defect than N, such as S), however, the 
deep le·;el is resonant with the conduction band- so that at most "shallow'' 
states bound by the long-ranged Coulombic, - Ze2/Er, part of the defect 
potential (neglected here) would lie in the gap. (Here Z i!> the impurity-host 
valence difference and is zero and unity for N and S, respectively. ! •)placing 
a P atom in GaP.) 

Conduction 

Deep -----------..___EGo 

Atom Molecule Solid Defect "molecule" 
tP~Ie~ 

Fig. 3. Schematic illustration of the qualitative physics of deep levels. as discussed in ref. [4). 
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3. Deep levels of surface defects 

The same basic physics holds for a defect at a surface. The reduction of 
the tetrahedral symmetry by the surface causes the A 1 bulk levels to shift 
and the T2 deep levels to split into three orbitally non-degenerate levels. For 
a defect at a free surface the splittings of the T2 level are of order 1 eV. 
Therefore, the free-surface defect levels lie at substantially different energies 
fn/11. the bulk defect levels. 

A central question is whether the pinning defects for Schottky barrier 
formation are at the semiconductor's surface or in the semiconductor's bulk. 
There is no definitive experimental answer to this question at the present, 
but we believe that the defects are at or very near the semiconductor/metal 
interface in environments that are quite similar to the environment of a defect 
at a free surface. By this we mean the pinning defects are each adjacent to a 
vacancy or a void (or a highly electropositive atom) that "shelters" it 
electronically from its more distant neighbors: a defect-vacancy pair in the 
semiconductor's bulk has essentially the same energy levels as a defect at a 
surface [8]- because deep-level wavefunctions are rather localized to the 
shell of first-neighbors of the defect, and the main difference between a 
defect-vacancy pair and the same defect at a surface is that. at the surface 
(which can be thought of as a sheet of vacancies), some second- and 
more-distant neighbors are vacancies rather than atoms. (Second-neighbor 
effects on a deep levd are rarely major.) 

Our reasons for adopting this viewpoint that the pinning defects are near 
the semiconductor/metal interface and "sheltered" in free-surface-like 
environments are: (i) Fermi-level pinning can occur at sub-monolayer 
metallic coverages, a fact that is difficult to explain unless the relevant 
defects are at or near the interface; (ii) the simple bulk point detects. such as 
vacancies and antisites, unquestionably give qualitatively as well as quan· 
titatively incorrect predictions for the observed behavior of Fermi-level 
pinning and Schottky barrier heights (e.g., the bulk antisite Asa.- As on a 
Ga site- in GaAs cannot explain the Fermi-level pinning for n-GaAs 
because it produces onl;. an occupied deep donor level in the gap. whereas 
an unoccupied acceptor i~ required to achieve Fermi-level pinning in the gap 
for n-type material -i.e., the next available level for an electron is the deep 
level, rather than the conduction band edge). In contrast, Asa. at the surface 
produces two deep levels in the gap: a deep donor and a deep acceptor; (iii) 
without the concept of sheltering, the defect theory would be in conflict with 
the experimental fact ihat. for GaAs and some other semiconductors. the 
deposition of different (non-reactive) metals in a semiconductor/metal con­
tact most often leads to the same Schottky barrier height (if the defect were 
in direct contact with the metal, its energy levels would be significantly 
altered by changing the metal). Therefore, the pinning defect must be 
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adjacent either to a vacancy or to a very electropo5:itive atom (recall that 
electronically a vacancy is an infinitely electmpositive "atom" [9]). 

Spicer and co-workers [3]. Wieder et al. [10], Monch et al. [11], and 
Williams et al. f12] have presented numerous data which indicate that the 
surfaces of III-V semiconductors have Fermi levels determined or "pinned" 
by the deep impurity states of na1ive defects. The exact mechanisms by 
which these defects are created arc not presently understood, but it is 
believed that they are normally generated during the formation of the 
surface (e.g .. by cleavage) or during the deposition of a metal contact. 
Indeed, the precise nature of the native defects is not presently known. and 
one purpose of this work is to provide a theoretical framework for identify­
ing the "pinning defects". We shall enumerate the possible native defects, 
argue that the pinninf levels of many complex defects are virtually identical 
to the pinning levels of a few simple ones, show that some simple defects can 
explain the observed chemical trends in Schottky barrier data for III-V 
semiconductors while others cannot, and propose a relatively simple and 
specific picture of the pinning defects. 

The possible native defects are anion and cation vacan.:ies, both types of 
antisite defects, anion and cation interstitials, and combinations of these. It 
can be :::hown, however, that the combination defects normally have spectra 
similar to the sum of their constituents' spectra [8]- and so we consider only 
the isolated defects. We also eliminate interstitials from consideration, 
because (i) interstitials are known to be very sensitive to the local environ­
ment [13] (whereas Fermi-level ninning defects are not), and (ii) in the bulk, 
the Group-III and Grocp-V atoms have been observed either on their own 
sites or on the antisite, but (to our knowledge) not at interstitial positions. 
Defects associated with the metal atoms originating from the m'!tal of the 
contact are not considered because (i) for some semiconductors at least, the 
Schottky barrier heights are relatively independent of the m.:tal, and (ii) for 
most of the sr>miconductors of interest, the metal atoms themselves do not 
produce thf' required deep levels in the fundamental band gap. 

Thus we are lef! with an apparently simple problem: compute the deep 
levels of the vacancies and the antisite defecb. and determine if these levels 
explain the observations. In ma!. ing these calculations, however, we must 
recognize that this or any tl·cory has uncertainties of order = 0.5 eV (part of 
which is due to the neglect of laHice relaxation around the defect). There­
fore. we do r.ot simply compare the theory with data. but instead we (i) 
eliminate as many as possihle of the Fermi-level pinning assignments 
hecause the theory and the data d1sagree by> 0.5 eV, and (ii) make our final 
assignments on the basis of the observed chemical trend5: in the Fermi-level 
pinniug position:- from one semiconductor to another. 

The calculations emp:oy an empir.cal tight-hinding Hamiltonian [6] for 
the host semiconductor. Since the parameters of this Hamiltonian exhibit 
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chemical trends. the defect potential's matrix elements can be estimated from 
the trends [4]. In the localized-orbital sp3s* tight-binding basis, the defect 
potential V is diagonal (provided we assume that the lattice does not relax 
around the defect) with elements proportional to the differences between 
the atomic energies of the defect and the host atom it replaces. The deep 
levels of the defect are obtained by solving the secular equation 

det[I- (E- H 0r 1V] = o . 
where H 0 is the host Hamiltonian and E is the deep level. For the 
calculations reported here, H 0 describes a relaxed (110) III-V surface with 
the 27° rigid rotation of the anions out of the surface plane, and V is a 
matrix simulating the central-cell potential of a deflect at the surface. 
However, a far simpler model involving defect-vacancy pairs in the bulk or 
at an interface would give similar results [I.+]: in the simpler case H 0 would 
represent the sheltering vacancy and the cluster of atoms at the defect site 
(before the defect is introduced) and at surrounding first- and possibly 
more-distant-neighbor sites. The details of solving the secular equation 
either for a defect at the free surface [15] or for a simplified cluster model 
[14] have been described elsewhere. 

4. Results for III-V semiconductors 

The results of our calculations of the Schottky barrier heights (i.e., the 
binding energies of the k1west incompletely occupied one-electron level of 
the neutral impurity with respect to the conduction band edge) are given in 
fig. 4, where we have assumed that the defect responsible for Fermi-level 
pinning is the caticn-on-anion-site antisite defect at the surface. The 
agreement between theory and data is strikingly excellent, and strongly 
supports the hypothesis that this antisite defect is responsible for the 
observed Schottky barrier formation. (The two vacancies and the other 
antisite defect fail to reproduce all the c·bserved trends.) 

This success does not mean that all Schottky barrier formation in III-V 
semiconductors is attributable to Fermi-level pinning by cation-on-anion-site 
defects. Although an anti<>ite defect can be formed with less free energy th;lt 
a vacancy fl6]. we believe Fermi-level pinning by vacancies has been 
observed for lnP contacts with reactive metals [17]. Indeed, the apparent 
dependence of Schottky barrier height on chemical reactivity [12,17,18] can 
be explained in terms of chemical reactions changing the dominant defect 
from an antisite to a vacancy. The reactive metals combine with P makin_:! 
stable compounds. leave P vacancies (V p). In InP these vacancies are 
predicted to yield shallow donor levels in the fundamental gap near the 
conduction band edge; these levels pin the Fermi energy and yield a small 
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Fig. 4. Experimental (dashed) and theoretical (solid) dependence of the Schottky barrier 
heights of 111-V semiconductor alloys with Au contacts versus alloy composition, after ref. [22]. 
The theory assumes Fermi-level pinning by a surface cation-on-anion-site defect. 

(= 0.1 eV) Schottky barrier height. Thus, when reactive metals (viz .. Fe. Ni, 
or AI) are deposited on loP, the dominant Fermi-level pinning defects 
appear to be P vacancies; but when non-reactive metals are deposited (viz .. 
Cu, Ag, or Au), the antisite defect levels appear to dominate, and· the 
barrier height is approximately 0.5 eV. Thus the theory. supplemented by 
the hypothesis that the reactive metaJs produce P vacancies, can account for 
the lnP data. 

The ability of the theory to provide a natural explanation of the depen­
dence of Schottky barrier height on chemical reactivity is especially im­
portant, because it offers a resolution of a major controversy between the 
viewpoints (i) that Schottky barrier formation is due to Fermi-level pinning 
by defects (championed by Spicer and co-workers [3J), and (ii) that Schottky 
barrier formation depends critically on chemical reactivity (advocated by 
Brillson and associates [18]). Our own viewpoint is that both sides of th-: 
controversy are essentially correct, and that different chemical reactions 
produce different dominant defects and Fermi-level pinning positions. 

Presently. it is not known if reactive metals do indeed produce a sufficient 
number of interfacial P vacancies in lnP. Indeed, studies of P diffusion indicate 
that the diffusion ra:c is greater f,)r non-reactive metals and that P concentrates 
at the reactive-metal/loP interface {19]! 

There are many other experimental facts concerning III-V semiconduc­
tors. most of them of a detailed nature. that the Fermi-level pinnh,!! theory 
can exp!ain. But rather than focus on those details in our limi1ed srace. we 
instead turn our atten:iun to Si (which, being homopolar. has no antisite 
defects) and the que~tion of whether Si's ,,;hottky barriers are similar to 
those of the 111-V's. 
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5. Si/transition-metaJ silicide Schottky barriers 

The best-studied Si Schottky barriers are those with transition-metal 
silicides. The silicides themselves are metals created by the reaction of the 
transition-metals with the Si. For these systems we believe the pinning 
defects are Si dangling bonds. 

The local defect we think is responsible for the Fermi-level pinning is 
similar to a bulk-Si vacancy whose four nearest-neighbor atoms (instead of 
all being Si) are three transition-metal atoms and one Si atoms (the one 
whose bond dangles into the sheltering vacancy due to a missing Si bridge 
atom at the Si/transition-nwtal silicide interface) [20]. If the transition-metal 
atoms were instead Si atoms, locally this defect would be a bulk-Si 
vacancy- with an A 1 symmetric deep level resonant with the valence band 
and a T2 level in the Si band gap. Hence, to determine the physics of the 
Fermi-level pinning at the Si/transition-metal silicide interface. we need only 
understand how the bulk-Si vacancy's deep levels change as three of the 
vacancy's neighbors change from Si into transition-metal atoms. The change 
of the three neighbors from Si into transition-metal atoms can be simulated 
by increasing the sp3 hybrid energies of the atoms on the transition-metal 
sites (for the hybrids oriented toward the vacancy) from E0 (for Si) to Eh + V 
(for transition-metal atoms), with V of order 5 eV. That is, relative to Si, the 
transition-metal atoms are very electropositive (electronically like vacan­
cies). The large positive repulsive potential V on the transition-metal sites 
merely pushes the Si dangling bond away from the silicide and into the Si. 
In the process, it drives the energy of the T2 deep level for the bulk-Si vacancy 
out of the fundamental band gap and into the conduction band, and brings 
the A 1 level up into the gap. (For V ~ + :x:, the A 1-derived level approaches 
the hybrid energy Eh asymptotically from below.) This level. for the neutral 
defect, is singly occ1Jpied by one electron, and therefore can pin the Fermi 
energy of either n-Si or p-Si. Hence the barrier heights for n- and p-type 
material add up to the band gap. Since changes of V of order 1 eV have 
little effect on a pinning level that asymptotically approaches Eh, the theory 
explains why different transition-metals have the same barrier heights to 
within "-"'0.3eV, while the differences in barrier heights on the 0.1 eV scale 
reflect the chemical trends in V (which is propo•·lional to the difference 
between the atomic energy of a transition-metal and that of Si) giving 
decreasing barrier heights for Pt. Pd, and Ni silicides. Moreover, since the 
pinning defect is localized and has properties that depend primarily on the 
electropositivity of the transition-metal atoms, one .can understand why 
barriers form at low metallic coverages and have heights that are insensitive 
to stoichiometry or the silicide crystal structure. Thus Fermi-level pinning by· 
dangling bonds can account for the main experimental facts concerning 
Schottky barrier heights at Si/transitinn-metal silicide interfaces. 
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6. Discussion 

We have touched nn a small subset of the many and varied experimental 
facts that can be explained by the Fermi-level pinning model of Schottky 
barrier formation. This model has beer. ~uccessfully applied to Schottky 
barriers involving Si. Si 1_xGex, and diamond (with Fermi-level pinning by 
dangling bond<:) as well as to III-V semiconductors (in which antisite defects 
and dangling bonds pin the Fermi !~vel). It appears to be applicable to an~ 
covalent semiconductor which responds to contm.:t formation by spon­
taneously producing a sufficient number of nauve defects. 
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We have used a variety of novel ap!>roaches in characterizing metal-semiconductor 
interfaces- soft X-ray photoemission spectroscopy with interlayers or markers, surface photo­
voltage spectroscopy, and C~tihodoluminescence spectroscopy, coupled with pulsed laser 
annealing-to reveal systematics between interface chemical and electronic structure. The 
chemical basis for these interfacial properties suggests new avenues for controlling electronic 
structure on a microscopic scale. 

1. Introduction 

With the application of surface science techniques to the study of metal­
sen .. conductor interfaces, considerable progress has been achieved in 
understanding the interactions which take plac~.- at the microscopic junction 
and their influence on macroscopic electronic properties [1-6]. In particular, 
it is now generally accepted that the extrinsic electronic states of a metal­
semiconductor interface- e.g., those due to some interaction between metal 
and semiconductor- rather than any intrinsic states present at the semi­
conductor surface- dominate the Schottky barrier formation. Considerable 
evidence for the:,c conclusions has been derived from contact potential [7,8], 
surface photovoltage, low energy electron loss [9, 10]. UV [12, 13], and soft 
X-ray photoemission spectroscopies [14-21]. With these techniques, research 
groups around the world have found strong charge transfer and atomic 
redistribution occurring with the deposition of only a few monolaycrs or less 
of deposited metal on clean, ordered semiconductor surfaces. Thus related 
phenor.1ena such as chemical reactions, diffusion. formation of defects, 
dipoles, and alloy layers at the metal-semiconductor interface an: observed 
which can account for Schottky barrier formation on an atomic sculc. Within 
the last few years. this body ,,( work has been extended :o reveal further 

• This work reported here was carried out in collaboration with C.F. Bwckc-r. A. Katnani. M. 
Kd'y. G. Margaritondo. H. Ricnter. Y. Shapira. M. Slade. and N.G. S1offel. 

0378-5963/85/$03.30 © Elsevier Science Publishers B.V. 
(North-Holland Physics Publishing Divisinn) 
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Studies of electrochemically etched tungsten scanning tunneling microscope tips, using scanning 
electron microscopy show that (i) the tips are often convolved or bent if the mass of the tungsten 
wire submerged i:1 the etchant is large (an effect ascribed to surface plastic flow), (ii) bent tips 
nevertheless often produce good quality scanning tunneling microscopy images of Au films in air, 
but (iii) tips, once crashed clumsily into the Au films, no longer produce images. 

I. INTRODUCTION 

In an id:::al scanning tunneling microscope, electron tunnel­
ing occurs between the surface being studied and a single 
atom at the end of a sharp tunneling tip. In practice, it is rare 
to prepare tips even resembling the sharp, single-atom ideal. 
Often, in order to obtain scanning tunneling microscope im­
ages from layered compounds, one must first crash the tung­
sten tip into the surface. This initial crash very likely 
"';pears" a layer of the material being studied. wl ich then 
can act as a tunneling tip. For example, scanning tunneling 
microscope studies oflayered compounds, such as graphite, 
using tungsten tips suggest 1hat the "tip" may in reality be a 
layer of graphite stuck on the tungsten.~.~ Colton eta!. 1 and 
Mizes and Harrison·' have shown rather dramatically that 
many of the different images reported for graphite surfaces 
can be obtained b.: having more than one atom acting as a 
tunneling site. In Ill-Y semiconductors, Feenstra and Fein4 

have shown that images ()f defects on the GaAs ( 110) sur­
face depend on the character of the tip as much as on the 
defect. Biegelsen ct a/. 5 have published studies of tip struc­
tures and have found that ion milling improves the sharpness 
of a tip. removes oxide, and enhances the tip's reliability. 
Clearly the role oft he tip and its geometry in forming scan­
ning tunneling microscope images is incompletely unu:r­
stood. 

In thi~ paper. we report some elementary stlldics oftung­
sll'n scannin~ t unnelin~· mino~:cope tip~:. These include stud­
ies of scanning electron microscope images of tips, the de­
pendence of l;p geometry on tip etching and growth 
C0ndilic•ns, and the quality of scalll~ing tunneling Jnicro­
scope image~ obtained from each tip. As our touchstone of 
comparison. we use images of Au films in air. Surface Au 
atoms have .. high mobility, form!ng nearly planar surfaces, 
and the slc'ps on these surfaces are easily visible with our 
microscn;:,. We us. Au rather than graphite as our standard 
because t?.J::phite layers are too easily peeled from the sur­
face. We lind, not surprising!y, that once e.!r tips cras!1 into 
the surf:1c. of Au, unless the crash is rather gentle/' the tips 
no lor·f:c:r prc:iuce good images; however, we also find that 
tip gc,>rnctry. a·• observed with a scann'· g clecrrm. micw-

scope, can be a deceptive predictor of scanning I unneling 
m:..:roscope image yuality. In particular, some tips :;an be 
terribly "bent" or convolved geometrically and yet proJuce 
rather good images. 

II. TIP PREPARATION 

Each tip was prepared hy placing several miiiimeters of 
the lower end of a tungsten wire (0.025 !n. diameta) into an 
aqueous I M NaOH e1ching solution and applying a 12-··' 
potential to the tungsten wire (with respect to a stainless­
steel eb:trode inserted into the solution). The etch was con­
tinued until the submerged portion ,): the wire dropped off 
into the bath, leaving the usable tip suspended near the li­
quid/air interface. By electronically monitoring the etching 
current (typically 10 rnA) with a comparator circuit, the 12-
V potential was shut off when the wire sep:.m1ied. This pre­
vented further etching of the tip. After the .,eparation, the 
~tch voltage was pulsed "on" for 1 s, to remove any ;rregu­
larities at the enci of the tip. 

In order to preve:11 unnecessary e•:;hing, we covered a 
large portion of the wire submerged in the s0lution with Tef­
lon insulation. Thi~· kept the current density in the etching 
region approximately constant and permitted better deter­
mination of the mass of the submerged porti0n of the wire 
(for correlation of tip shape with the mass oft he ~;ubmergcd 
portion, sec below). 

Ill. SCANNING ELECTRON MICROSCOPE IML\.GES 

The tips that we etched g.:neraliy exhibited nearly c·: po­
nential shapes (Fig. I), rather than the nearly par<~··olic 
shapes reported by some authors. 7 We find th::t tbs expo­
nential shape results when the current dt?nsity (and hence 
the reaction rate) is high. We have oh,;en·ed that. with a 
longer length of ,.·ire ( ~ 1 em o~ mor~) exposed · · · the et­
chant, the pro II it' o:- the tip tended to become more p:.. · ·,o]ic. 
We have also found that morl' raraboiic shares result from 
electrochemical etching with :.ILernating rather than direct 
current. 

A number of our tip~ had. in add:· ion to the nearly expo-

445 J. Vac. Sci. Techno!. A f· (2), Mar/Apr 1988 0734-2101/88/020445-03$01.00 t~> 1988 American Vu,:uum Society 445 
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Fl( •. L Scanning dcdmnmicmseopt' image of a pointed tungstt·n tip. The 
tip was etehed in an aqueous NaOH solution. Note the 100-pm scale. 

nential overall shape, highly convolved or bent points {Fig. 
2), although such tips had never been allowed contact with 
any surface. By carefully controlling the etchin.;; conditions, 
we learned that such bent points tend to occur when the mass 
{length) of the tungsten wire in the etch ant is large, a condi­
tion indicative of {i) plastic flow of tb.: tungsten wire as the 
tip is formed and {ii) some recoil of the tip at the instant of 
tip formation, when the wire in the etchant drops off. 

Just before the bottom portion of the wire separates, plas­
tic flew. occurs at the narrowest region of the wire when the 
stre,_,. induced by the wire's weight is greater than the yield 
stress. Rough estimates indicate that the weight of several 
millimeters of tungsten wire in the etchant bath is sufficient 
to allow plastic deformation at a necking diameter of about I 
flnl. Furthcrn1. •rt', ;,~. i.Jechanical energy stored in the neck 
region of the stretcheJ tungsten wire is released when the 
wire separates. This energy. although perhaps an order of 
magnitude ton small to plastically deform the entire volume 
of the t 11icker portion of the wire, is nevertheless sufficient to 
deform small surface regions, leading to tip recoil and bend-

FIG. 2. Sc:mning ek·ct. •nmh.:rost·opc image of a contorted or bent tungsten 
tip. Tht: t'Ontortion i' IHll due to the tip's haYing bl!cn crashed, bu1 rather is 
due to tip dcfonm.tion during etching. Such bent tips occur when a large 
ma•s of "ire b submerged in the ctchant. and are ascribed to recoil after 
fracture resulting from plastic deformation. Note the I0-11m scale. Note 
also the "dirt" on the tip, residual Na0H. 

J. Vac. Sci, Techno!. A, Vol. 6, Nc·. 2, Mar/ Apr 19~" 

Ft<•. J. Scanning tnnndiug minoscope imagt• of a An film. l:tkt" using llw 
tip of Fig. I. This is a tunneling currcu1 image over a l)(h, 150 A area of I he 
film. Comparable quality images are obtained with both pointed and bent 
tips, provided the tips have not been crashed. 

ing, with the yield stress apparently being exceeded locally at 
certain surface regions. 

The possibility of plastic flow playing a role in the forma­
tion of tips has been raised previously by Muller and Tsong, 8 

but those authors,, ;cribed the tip bending w the action of gas 
bubbles. We\ irtually eliminate such bubbi.:s by u~.ng a di­
rect-current etch {alternating current produces many bub­
bles), but still obtain bent tips when the conditions of sigt;ifi­
cant plastic flow are met. 

IV. SCANNING TUNNELING MICROSCOPE IMAGES 

Surprisingly, the bent or convolved tips often produced 
decent s.:anning tunneling microscope image~ -~of C(llllpara­
ble quality with images produced by "pointed" tips. such as 
the one in Fig. 3. Subjectively, the point<'d tips may have 
produced slightly sharper scanning tu'lneling micros<:'Jpe 
images. but the variation of image quality for various point­
ed tips was comparable with the differences between images 
for pointed and bent tips. 

In .:ont rast, tips that \\ere crashed clumsily into the sur­
face no longer produced images. I Controlled and gentle 
crashes, however, can leave the tips capable of forming sub­
sequent images.6

) 

V. CON~LUSIONS 

Thus we conclude that the best tungsten tips are formed 
when only a small portion of the wire is suspended in the 
etchant, and that the sharpness of a tip on the - 1 0-pm scale 
of;. ;..<.:arming dcct ron microscope image may not be a good 
indicator ,·,f tip imagin~~ quality. Nevcrthde,~. as a malter of 
!!'lod extwrimetltal practice, bent 1 ips slwuld be :n ,,idcd. ;111d 

so only a small pori ion oft he tungsten wire -..honld bl' sub~ 
merged during the etching process. 

ACKNOWLEDGMENTS 

We are grateful for the generous support oft he L'. ... >..rr1y 
Research Onlce, th" Defense Advanced Research Projects 
Agency. and the Ofllc.:e of Naval Research ( ..:=ontracts No. 



447 Nicolaides :a/.; Scanning tunneling microscope tip structures 447 

DAAL03-86G-0179, No. N0530-0716-05, and No. 
NOOO 14-84-K-0352 ). One of us (WJ.K.) acknowledges the 
support of SD 10/IST. 

"'Department of Physics. 
1
" Also Dep.trtment of Physks; permanent address: Ford Motor Company, 

Dearborn, :VIl4812!. 
<>Present address: kt Propulsion Ltbor:•tnry, ( ,,lifornia lnsritute of Tech· 

nology, Pasa· icn''· CA 91 I 09. 
"'Department • .f \lateriah Scien~-e. 
d Co[legt: of Engint:t:ring. 
'R. J. Colton, S. M. Baker, R. Driscoll, J. D. Baldeschwieler, and W. J. 

Kaiser, J. Vac. Sci. Techno!., A 6, 349, 1988) (these proceedings). 
0 R. J. Colton. S. M. Baker. J. D. Baldeschwidcr, and W_ J. Kaiser. Appl. 
Phys. lett. 51, 305 t1Q87). 

'H. A. Mizes and W. A. Harrison, J. Vac. Sci. Techno!. A 6. 300 ( 19~8 1 
(these proceedings). 

4 R. M. Feenstra and A. P. Fein, Phys. Rev. B 32, !394. Sec also, R. M. 
Feenstra and J. A. Stroscio, J. Vac. Sci. Techno!. B 5, 923 ( 1987). 
~D. U. Biegelsen, F. A. Ponce, J. C. Tramonana. and S. M. Koch. Appl. 
Phys. Lett. SO, 696 ( 1987). 

6 R. C. Jaklevic and L Elie. Phys. Rev. Lett. (to be published). 
7C. J. Chen, J. Vue. Sci. Techno(. A 6. 319 (1988) (these proceedings). 
"E. W. Muller and T. T. Tsong, Fit!ld Ion Microscopy ( E'sevier, New York, 
1969), p. 122; see also Y. Yashino. Oyo Dutsuri (Appl. Phys.Jpn.) 33,912 
(1964). 





Journal of Microscopy, Vol. 152, Pc 3, Decemb" 1988, p,o. 715-725. 
Received 5 Juh• 1988; accepced (revised) 13 .4ugusc 1988 

Nano-machining of gold and semiconductor surfaces 

by WILLIAM E. PACKARD*, Youi'\G LIANG·, NING DAI*, JoHN D. Dow*, 
RUTH NICOLAIDEst, ROBERT C. }AKLEVIC*:j: and WILLIAM J. KAISER*§, 
*Deparrmenl of Physics, University of Norre Dame, IN 46556, tU.S. Amcy ARDEC, Dover, 
NJ 07801, :j:Ford Moror Company, Dearbom, MI 48121 and §Jer Propulsion Laborarory, 
Calrcch, Pascdena, CA 91109, U.S.A. 

KEY woRDs . N ano-machining, diluted magnetic semiconductors, Hg 1_ ,Cd, T e, Hg 1_,Mn, T e. 

SUMMARY 
Using a scanning tunnelling microscope tip formed by cutting a platinum wire, we have 

modified the surfaces of gold and Hg1_,Cd,Te on a nanometre scale by mechanical contact 
between the tip and the surface. By using the same tip to form images, we ha\·e been able to gain 
'before' and 'after' pictures of surfaces that have been selectively 'sanded', controllably 
'chiselled', and 'sw·~pt'. 

We have also obtained images taken under glycerin of Hg1_,Cd,Te and of the diluted 
magnetic semiconductor Hg1_,Mn,Te. 

I. INTRODUCTION 
Since its birth, the scanning tunnelling microscope (ST M) has proven to be an exceptionally 

valuable tool not only for observing surfac:.:s on the scale of atomic dimensions, but also for 
modifying surfaces on a nanometre scale-nano-machining. One potential application for 
nano-machined surfaces is in high-density information storage devices: a storage density of one 
bit per square nanometrc would allow the text information uf an entire library to be kept in a few 
square millimetres of area. 

The STM h;ts been used to 'machine' surfaces in several ways. B .. ~•ker <l al. (1987)wrote a 
bit having atomic dimensions on a Ge surface. Ringer er al. (1985J scribed lines on a Pd-Si 
surface. McCord & Pease (1986, 1987a-c) exposed resists using the STM and also used the tip 
as a micro-mechanical tool-bit to shave off resist material from surfaces. Abraham era/. (1986), 
Gimzewski & Moller ~1987), Gimzewski era/. (1987) and Jaklc\'ic & Elie (1988) used the tip of 
an ST.\l tel Jeform regions of surfaces by point contact between the tip and surface. Staufer er 
a/. ( 1987, ! ';rSta, b) locally melted surfaces of metallic glasses with the STM. Schneir & Hansma 
(1987), Schnctr er a/. (19R8), Emch e1 al. (1988) and Knipping c1 al. (1988) formed hillocks 
and/or holes on gold sur!;:-. .;es by increasing the bias potential between the STM tip and the 
surface. Silver <.I a/. (1987 J and Ehrichs e1 a/. (1988) used organometallic gases to write me:allic 
features on surfaces, and de Lozanne era/. ( 1988) formed text characters on a Si sub:mate using 

715 
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a contamination resist. Lin et a/. (1987) etched lines on n-GaAs in an electrochemical cell. 
Foster N a/. (1988) manipulated oq;:1nic mc1leculcs on graphite, and Dovck ct a/. (1988) 
modified polymers. McCormick ct a!. (1 i.JS8) produced grooves •m an AI substrate using an 
STM. 

In this paper we shall presem three forms of surface modifi;:ation or nano-machini~>g which 
can be a,·hieved using a cut platinum wire a~ t~e STM tir· Fc•llowing a discussion of tip­
prepara;ion procedures (Sec; •·lll 2), we p; ::scr: · Ihrec c:\am, .c·s of r;::!1n-machining: selecth··~ 
'sanding', and controlled 'chi>clling' on goid: .. wcc~ in air ·'·x·tior: 3, :md <!lomic 'sweepwg' 
on Hg 1_,Cd,Te in air (Section 4). 'Sandin~:· smooths atc'!T.rc pro.rusiom from the surface; 
'chiselling' writes a line or groove on the surface; and 'sweeping' moves material from one 

Fi)::. I. SE.\\ imag.· of an STM :ip fnrmcd hy .·mring a()·~~ :11m P•' lc".\'i!h Jia~onai cuucr pi ocr, .. At the .:~r··.:m~ 
end d!lw wirl' there i; a l'rPtruding linger,., :11c:h is visihk in hn;i· ,. · ),,.,,. ;md :b, l,igh '""f!nif~<:ation.l'rc~mn.•hiy 
a pn.ltruJing '-·luster or tJtnlp o{ a1onh at tb .. c:nd of ihis fint!t:r ad~ ~1s the tunnelling ti;". 
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region 11 • another. Section 5 presents pidiminary results, including STM images of features on 
Hg,_,Cd,Te and Hg1.,Mn,Te surfaces, which were cleaved and imaged under glycerin. 
Finally, pmcmial applications of nano-machining techniques will be discussed in Section 6. 

2. TIP l'REI'ARATIOJ'\ 

The tips used in this study were prepared by cutting a 0·25 mm diameter platinum wire with 
diago:tal cutter pliers. The angle between the long dirc•:tioL of the wire and the cut direction 
was always considerably less than 90 ·.so one side of the cut wire protruded more than the oth::r 
side. It was hoped that there would b:: one predominant protrusion at the end oithc wire which 

Fig. 2. STM image, nf a gold 111m (a) bcfon: and {b) after sch:..:tiYc 'sanJin!,!'. lkforc 'sanding' there arc two 
hillock;; ncar the ccmr..: of th<: imng.:. The 'sanding' opera~ inn $Ch:.:tiYcly rcnuwcs tl:c two central hillocks lca\'ing 
the surrounding lcatmcs unch;:n;;t·d. The lateral range of the· i:nag,· is 50 X 50 nm (lcn~th of the horiwntallinc '· 
and the heigh: range !:- _. nn~ ·lt.::l£?:!1 of 1h.: \"crtical line). 



I 
I ._... 

Fig. J . . ..:·· '.\ itnagl'... ,:· ;: .. · 1 j ' .. d ... ~ l. r~nt: .a· hcfort.: :H!• j :·. ~, d ;:;':~,.T con: r• .::-.:J '(hi"diin·~ · Tl n.: ~urf:<l~l· j, '!'ht '\':i. 
afllT \\ii:Hl~ t!~~..· 'i, :'1:·:--;. iin· ... l. ··:tJ 1.1 foun:: 't.:h:·.:; linc,: d' ~' F· :1p. Tih· :.nc:.1: r.1:1~;c nllL: 1:·1:·:,:;.· ' ' 

.?Oll ·· 200 nn1 dcnt::L of th~ ·1Drt%uL::d line . :.1nJ th'-· hi.:!~h1 rank!~: r.;:1 knE-!!h Pi tlw \ :i~.·allin. 
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Fig. 3. cnntinuct!. 
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Fi~ 4. ST.\\ imo;.:c' oi alL 
3Jhi : ... i~:nng l.hc :-.ixth ~"''' ·. :; 
latrt~ · 1:!!t: ·.<:: :::~:.!~·.: i~ ~\l· 

th·· ·, .-1 ':.:al lit.•: 

< Tc ~urt~~>:;..·inl •. :·~· ... !i:· .... :· ~ b~,.·for·. :!;· ·:t!]"l;!.:: .. i. ·· ~J;a:. ::- t· uitcr\: ~;n'!)"'; ..... 
.. -~ :-. .. ·.1r .. T:·.~· tl~., v· .... ;· L~,,i,:r;;:! ~.~t:: •:; :ht .. ::-~::~: i .:;~ ..... ._ ·· .. ·tip·i:nr-:.-..,.: T:;" 
.~DU ;.;: ;::Lt!ih , .f · ~--- :J<)fl/.~i;:i. ... ::ne , an~..: th:.: h .. :.f!ilt r.:t ;.~ 1-. (·:! n:: kn~: :· 



Nano-rnachininj, _,;gold and semiconductors T2 1 

(c) 

Fig. 4. continued. 

wnuk act as an STM rip and th<:t this cut ti!' \\·ould be' free from cr:hant residue~ m'rmally 
present on etched tips. Platinum was cho~en because of its relati\·;: ~ar.!ne% :r:,~..:.:ssary for 
nano-machining) a:1d inertness to ac::-1osphcric contaminat!on. A s.:a•;pm~ •:;c.:troll •.• ;,;;ro~cope 
(SE,\1.) image of sud: a cut platinum wire is shO\\;r. in Fig. };a·. :·: r,i;. tip had be ·n U$ed for 
controlled 'chi<>elling' on gold.) Ar r"l · :·1ght-hand sic,· of the figur,-. :,n the porti<• )[the wire 
which wa~ clo~cst r•J the s.:::nph::. a r:··~ruding finger .:an be seen. T.-.. fine.~:- is more dearly seen 
in the magnified Yi,'w o:; ig. 1:r;. ar;J was responsibie ior tht: cur . .:nt h.:tween th~.· tip :m~. rh: 
sample. Presumably th.:: end o:· thi~ finger is rehnively flat on an atomic scale, but with a 
protruding cluster or group of atoms or, perhaps c,·en a single atom, which acts as the actual 
STM. site for elec~r.m tunnelling. 

3. ~:\~0-MACHI~l~:G OF GOLD 

For these experiments we constructed an STM following the design of Kaiser & Jaklcvic 
)98i). \'Cith this micros,;-ope we have im;1gcd <he Sllriace of crystalline graphite, seeing wcll­
reso!"ed pmtrusiom :;: atomic position~. Llsing platinum tips fabricated as describ..:d abo\'e, we 
ha\·e imaged several other suriaccs. First we show results for :\u surfaces in air. 

:.ai Sclccri<•c 's,mdill~;· 

Fil,'urc 2(a 1 ~huws a 50~: 50 nr:-1 C<mstant-currcnt iluagc taken on a !;Old film deposited on an 
insub;in;! liubstrate (tip hia~=-' ~.omV, cu•rc:nt 10 ·A). Sc\·cral sn:~·il hiils'and features arc 
e\·idci '·In particular, a: th·· bast: ni the: . .ine near the horizr- ,:-!l c:t::11re of the pi,·ture, two 
hillo;.:,;. can he sc!!n with 1::·· larger mw. u;<: 5 nm in diam,. - .•·.J about 0·3 nm high. To 
'sand' thes:: hillocks. lhe rip w;;, firs! m•.>. cd l•.l the hillock r.:~i·;,:. then the ti;- wa; brou~b: 
clo!.e; ;-.'the surfac(' ry incre~•sing the set currcm a tht•, .md-hi.::: ::nd !imlly. t:h:· h!llock regioll 
wa> s::m11ec at" r: :..: too fa;: l•J ;;llow th~· ekctr••r.ics w maintain a -:c·n~:an: di·,tun;:c h:rween thc 
tir and tlit' sampl~. Followinc: this sandin~ c<r-.:rati(•::. iLc ori~inal scanni:1~ co::ditions were 
restored <1nJ tht· tip was ~..:annt·d o\·cr the "ri,:inal rt'·: .on of iilc surfa..:c. ·:- r . .: resuiting image. 
shown in 2\b '. siw\\'~ •he 5t:kdin: lt:ll10\'al o: the IW<} hilioch of interc~t while tht· 
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surrounding features remain intact, as can be seen upon comparison with Fig. 2tca). The 
material from the hillock.: has probably been spread out over the surfa..:e by the sanding action, 
or perhaps some oi the material may have been picked up by :he sides and the end of the tip, 
leading to slight modification of the tip structure. Although it is not known if the hillocks were 
composed of gold or of some conductive contaminant, the data indicate that selective local 
'sanding' (smoothing) of a surface can be accomplished with ar: STM tip. 

(b) ComrolkJ 'chisellir1g' 
Using a platinum tip similar to the one shown in Fig. I, we also 'chiselled' golC.:. A smooth 

gold surface was prepared by melting a piece of solid gold in a torch flame (Schneir ec a/.1988). 
A constant-current scan over a 200 x200nm region of the pristine gold surface is shown in Fig. 
3(a) (tip bias=+ SO m V, current= 10-~ A). The surface was modified by mo\'ing the tip over to 
the right-hand side of the region and then, with the position of the tip in the x-y plane of :he 
sa'1Ipk fixed, the tir w;.: moved electronically into the surface along the :-direction. Updll 
retraction, the tip was placed back at its origmal position and the region wa:. rescanned. The 
re~ulting image (Fig. 3b J shows ~he san • .! region of the surface, as indicated by the same features 
in the upper right-hand corner as were observed on the pristine surface. In addition, Fig. 3(b) 
sh.•ws a chisel line due to the impact of the ti~. and surface. By repeating this chis:.:lling 
procedun:, other lines were ch,,·:::ed into the surface. Fig. 3(c) shtm·s the surface af:cr three 
such chiselling e·:ents. The ch!selline to the left was done last. ·subscquent chiselling ph..t:ghs 
up material, which partially fills in prior chi~d marks. By rercJting this process. four lines 
space.i 30-40 nm apart were chiselled into the surface (Fig, 3d).l; should be emph:Jsized thJt in 
this chi~ellin:; process the tip moves only in the .:;-direction, indenting the surface. This 
indicates that the tip geometry is pn•bably a nanoscopi.: whisker (which carries the tunnelling 
current) on a relatively flat blade rwhich indent~ the surface). 

It seems at firsr amazing that the STl\1 tip can lx1th <.!rastically alter the topography of a 
region of the surf:::e and then subseque:..tly scan the same area. A pos:-!hle expianation for this 
foll,.)ws. After the first impact between the tip and the surface, there i: ::ndouhtably some geld 
which adheres to tr·e end of the piatinum wire, perhaps in the fom. ,;; .:! little ball or 'drop·. 
(Energy disp;:r:;ive anal:·~is with X-ra~'S CEDA '~'l oL tip (the tip of Fig. l which had been used 
for chiselling indi..:ates the adhesion o;· .:... u to the end of the tip.) :\protruding cluster of atoms 
on the end of thi:; ball presumably acts as the new ST.M tip and is responsible for subsequent 
images. D..1ring chiselling. th~ gold on the end of the tip deform~ upon cor.· .ct with the ·~~·~d 
substrate because gold is softer than platinu:r:. This deformation continue<:!!'. the platim:r::: <': 
the tip indents the su:iace. Upon retraction ·;[the platinum tip, some g(•L:! again is pick..J up 
from the surface and a new gold drop forms at the en..! to the platinum thu~ reforming the 
scanning tip. The portion of the rip used for tunnelling is, therefore. geometric:.!lly d!fierem 
from the part creating the chisel line. The chisel line is then the mark of the platinum tip. while 
the electrical current passes through the softer gold tip. If th<-' end of the platinun; tir is not 
symmetric, the:: the mark of the tip is asymmetric. The data of Fig. 3 indicate an a~ym1:1::-tric 
tip. whkh i~ no~ surprisin~ for our tip·fahrication method, anJ :he line nature of the mark is 
very likd~· a result of an asymmetri.: plarinum protrusion. · 

4. ATO.'-:IC 'S\\'EEPI~G· OF Hg,_,Cd,Te St'RFACES 

A con,tam-current i;~,a~~ cf a Hg .. ,Cd,Te (x=0·2) surfac:· in ::ir i~ sho\\'n in Fig. 4(a) (tip 
bias=+ 200m\', curn:r = 10 -• A). The : ;,n was taken with the phninum tip \':hid, had 
pr~,·iously bcl.'n used ,o -i.• !he chisellin1~ .• , FiJ. 3. After the s.:-an of Fig. -+·.a), the tip imp:Jctcd 
th(; surfac~: n..:ar th·~ .:t:n,:. of the pi..:u'1 •. lr,Jmediately 2f:cr i::1ract the ST.\~ pro;.!u.:~:d the 
image (Jf 1':1:= . ..; ·b .. ,:.. :"~v~:~r. the g; Ol>S fe:Hil ~CS ofthc huge.~ llCh ;::: the ra\'inc ll~ t' !C rit ii' i·,and 
corner and th~· general~:]. ;'<?of the image, n:m::ined u::.::lil ·.~ :l•·: J,_ tails have b..:en ;!ltcr::J by 
in•p<:..:t. m\.sl n.•:Jbl•·. :i::: .:rear ion of a crater. R-:peatcd ~·-····· :ing ol lhc imr.act a"ea .:::'.lscd the 
material in ·h·· <.T<'•tf'r t<· ..iisappea:-. This crat;..r, during t!~.: sixth r •:+i:npact scan, i~ :.hown in 
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Fi~. 5. ST~1 i::;..:.!f! , ~'\·, n:J f"lg: ~ 1_.d\ T t: :::t~U\'cd 2~d in1n£!.!d undtr :.!lyccr·, .. The sreps are 0·5 nrr1 and 0·8 n:~ 
higt .. The la;eral :•;•~~ ,.{ th~ imagt is 2('~-. 20 nm (length of the hvii%<mtallinej, and the height ran~,· is 3· 5 nr.-1 
(leng~h of the ~.-~:-~i.:a~ :iHt:). 

Fig. 4 c). The emptyin;: .,f the crater cannot be ex,.,lainc ~ b:: ~:.:mges (su;:h as sharpening! of a 
blunted tip. '!n.::e <hen other features $U .1·: as the ra\·in• oi F1g. 4(c~ \\'N::J ha\"t :::,u b.:.::ome 
more pron,ltmced, which die not haprcu comp·m· Fig: . .tl' and c) .. Al ;; .• 1gh th.:: mechanism 
rc~ ;1onsibk ~-,,~ remtw.JI of n-::'terial fr•1m thl.' . · . :r i:: unkn;· ... n. a r,•<-·:•L· cxpi:m:nion is that 
the impact o:· :!"lc'tir broke ur loll!!~·rial withe"' :li!>il,dging i:. Subse<.jt:ent s..:;:nnin~ then swept 
tl:· m;:,.reriai '·u~ of thl." crater .::on~T: ~'hl~· by either mechanical contact b~.:tween the tir '; . :he 
rr: .. ·-:ria! orr:.· ck.::tri.:-iicid indt:.:::. f,,rccs on the m;HcriaJ. 

5. JJ-\"i CC'.:i'01.":"D~ ,lJISER\') :1 l'>.:DE!. ,;J.YCERJ:--: 

·:·:·c: h<:xc ir:1agc;.! Hg, .. ,CJ_Tl' (x=o·2 and the dilute.: magnetic ~::mi-:o:;ductor 

E:.. .. \in,.T :.' X""- tdJ2:: · ;;f;cr und~T gh·ccrin. \\'e h:·.pc that the gly.::erin •:\\·hich is 
c~'.::·.:dly :>l>:-1-conduc:i::;. ::l the i"'>i:;s n>itc.:·~· u.-.::d, acts a$ a prote..::i-.·e ... ··~: on the surf::.::.-. 
hc.:·in~ ro ;- 't'\·ent at:n"'i'hcri.: ,·n::tami;;a:i<m. A constant currc1• scar. ;·~ p\li\"cr;•$tall!nc 
H;:: Cd.Tc· ~ !c2wc! rmO:: !m:;:.·~·c! ; · .:r: ··';.·ccrin i~ ::·· •wn in Fir. 5 (til' hi:!~= "'-1CJu :n Y. 
cur~cn: = J(• .-\ . ; ... tht.: l<>wc·:- ri;:1.:, .: <J:"c•then· ;, <.tC!" ofl1L. · .:t 0·5 and :d; nm. Since 
th:.: ·-::J~ros~\._·;~ic ~;·. stal \\·a:.. poJ~\.Ty:-. ~,::·H.:. t~n :·ace 1 • ! • ..: l~; . ~Cd. ;··~·grain i'~ing \~je·.,:cd is 
u:; ·:-o\\·n: n;nrcow;·. !:1..: Hg: \Cd,Tt cu;:·.:cc .:,)u!d b: ..:ont;,r;<narc,:. \\'e cannot, thc~~hr.::. 
~:: ;, hnw n::!ny :·: .. mi, hm.::-- :he stq.· rL-r-:·c~cn; ,n· i:' :L.:: $h; dfC i; ·~insi~.· H~,-, ,Cd,T~ :.r a 
t''; ·~~::-,::-.Jnt. ~: ... \·:.:n1:;,.·:·:~:< .. -.\.can~<:: ~ha: the ~h:J'' ·;:\'!i;." ;.3\·c c1 :·~~if!': .,1 ~h:-cc an'-: Ji·.t· 

atP~i ... ~~~yc:-~:. r~...·sr·:·i..:tj' !:·; i · •· ~xp.,>:...:d fa~,.'t,: \\·en. 111\J J-·~~.: Cd .. T l' . 
. -\n cxal~'!;' ... ,)~ fc~;~urc:~ .. ··:..·n c·n the J;lu:r.:d n; • .:!lll'ii .. : '-lt:nli..._·,l:,,~u:.:l": iD.\1S · ~':~arcria! 

H;;, ,_.\i:~T~.: ;,:.-(_!·02 . .:: an::,~H\\'.'~: ,;· !:ig.< ·ri;:~':.· ·~UUn1\·~l·:.:-rcn:.·l(l "l\ \':!·.· .. :~he 

s;~mph: \\"<.!~ ,·ica;·,·..: ;: .. _~ imagni \t!h~::: ;_:h-. ·.:n::. Ridgl ;\~:raJ ::.:nomctrL" :11gb c;u; [)1.' ~c:c·1; on 
tL.· sur:·:.~c:. 
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Fig. 6. Ridges on the D.\1$ mat.:rial Hg1_,Mn,Te cleaved and ;r:;~f,:~.: :.:nd~r gl\·cerin. The ridges are Se\'eral 
nano::: • ..:tres hi;;h. The 1:-:~r.Ji ran;1c of the image is 50 nm (lengri:; <·' t''• .: ::.zoma; line), anc the height range is 
I:, wr. (length of the vertical Hue .• 

To our knowledge these are the first STM images of Hg,.,Cd,Te or of ll diluted ma~netk 
semiconductor. To lea:-n 2 t,out the surfaceS!!'" tures of:; .e materials, it is cleariy Jesir.1ble to 
perform experiments in ultra-high vacuum .:CH\') in oncr to prevent contamination. \X'orl· is 
pre~ently underway in our laboratory to observe clea\·ed single crysta!' .)f II-Vl compounds 
under l'HV conditions. The abcve examples indicate that surface morrhol•~~·\· of ll-\'1 
mater:;•ls .::an i:· .. J..·cd be imag.:-~ under gly<.:.:rin, and stronf. .. · ,ugges: th:H UHY imaging o tilt'SC 

materials is likeiy to be succ.:: ;ful also. 

6. CO:-;::' l.'SIOX 

\\'.: 11:. ·e sh•:wn :.hrce examples of surface alter:nions inJuced by STM tips cor:sisting of cut 
plarin.1m \\·ire: ,,·lectin: ·~;~;;ding' of Au. controlled 'chi<ellin{ of Au, and awm:.:: ·swecpinr!· of 
Hg,_, · .. ;!Tc i1 :.ir. It is .ros:.ihle to smo;nh selected rc~i,•ns ni the surfac:: h· usinr the s:l:J..ling 
action i{ :he s·; .\\ tip, wir1ic• ·kin·ing n~igh bouring stru.::urcs essen:; 11ly ur;,;hangc<.:. Cont r0!i;:~~ 
'chiselling· (•: lines 30-40 ::c. :~pan has been achieved on a gold su:!a~.:e usin;,! a ... ut platinum 
wire. lr wa· •,ho·m thJ: the:-! .\1 •ip can ·,weep' or move material out of a tip-impact area oa ~he 
sur!:1c(' ,,:· B<-: 1 . ,Cd_'!-.-. 

I1~ SU;<1J:: .. :-y. th:.: .•. ;:1.!;hi:.:ng operations, although p:-irr:>i·.e, could be used in refined 
fon:'·· fllr ;';,[,;-ic:.:<:ion u:· in;,,l ::: ·:::Jn stor.;gc stru;:mrcs. F•·:- ex:;:nple, the ~·hiscLin!,: llperatinn 
pel f,,··mc ~ ll'ith a more 1 OUll.k.' ~ip would r·oducc 1·.wre circular~ r;;;cro· un z;,,Jd. The tir. . ·j 
the1: :1\.' mc,l :.tnder C•"mputer c •I•trolto ;'crfon,J dot matrix p:·in·ing on th..: su:·f;.;c:.:. prodl.~l::,; 
a wr:m:n pattern, or r<:r11::r·· • \'CD a pi~·urc. which could he :rase·' h:.· usin1;. the ~ck:ti-_c 
's;l!:.i -ng' or.:rat ion. ·:·; .<' ~\<' ~ 1 ·;,:)! and ...... J:ng . paations CI)U! .1 J1US>!hJy be U:.cd tO tn!:l" !'.1;·1 

gro,:ps of atoms frllr.: n:;. · l ;:iu;·, t•i the~.,::!:..::<: to m.o:: ,,_,.. 'hcr,L:i{ ;:;~,;:1s nr 'p3in:i.1g' a! : :~· m. 
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a surface. In addition we have presented, to our knowledge, the first STM. images of 
Hg,_,Cd,Te and a DM.S material. 
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Abstract 

Using a scanning tunneling microscope, quantum dots of diameter 30 A to 

50 A have been fabricated on the cleaved InSb(llO) surface in UHV. Both In 

and Sb atoms were clearly resolved on the cleaved surface. 
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Scanning tunneling microscopes (STM's) present the opportunity not only 

to image a semiconductor surface with unprecedented resolution but also to 

controllably alter the surface on the Angstrom scale, as a result of the tip­

surface interaction. Becker et al. demonstrated that single atoms could be 

manipulated on the Ge(lll) surface with a single voltage pulse [1]. A number 

of authors [2] have "machined" various surfaces on the nanometer scale, either 

by crashing the STM tip into the surface, by applying voltage pulses, or by 

local heating with experiments performed in air, under liquids, or in 

ultra-high vacuum. In this paper we present some of the first [3] STM images 

of the InSb(llO) surface under ultra-high vacuum and we show how quantum dots 

can be controllably engraved in the surface. 

We employed a Pachyderm-4 sculpted STM [4], which is machined almost in 

its entirety from a single block of stainless steel and hence has unusual 

vibrational stability. With this STM, we obtained the 160 Ax 180 A image of 

Fig. 1 by scanning the InSb(llO) surface. This surface was cleaved in lo·ll 

Torr vacuum, and the image was taken with a tunneling current of 120 pA under 

positive sample bias of +0.2 V (sensitive to electronically unoccupied states 

of the InSb). The white features of the image are In atoms spaced by the 

accepted lattice constants (assuming a 29° Rigid Rotation Model [5] of the 

surface relaxation). The number of visible defects on this picture is one (in 

the upper right corner) per =103 atoms. 

Negative sample bias of -0.2 V produced the image of Fig. 2, which is 

sensitive to electronically occupied Sb-derived states. 

By positioning the STM tip over a spot for = 102s we formed quantum dots, 

such as those of Fig. 3. The positions of the dots were easily controllable. 

The perfect InSb(llO) surface was more susceptible to disruption by the STM 
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tip than other surfaces we have studied [2][6], and so preservation of the 

perfect surface required rapid scanning, while the formation of quantum dots 

was almost effortless. The diameters of the two dots in Fig. 3 are = 30 A and 

" 50 A, namely, 5 to 8 times the InSb lattice constant. Close inspection of 

that figure reveals images of individual In atoms. 

The quantum dots appear to be small surface voids, with depths of 2 A to 

4 A. The size of the voids can be increased by holding the tip fixed for a 

longer time or by scanning over a very small area. 

These results demonstrate that Angstrom-scale STM lithography of 

InSb(llO) surfaces will be feasible, and that it might be possible, if the 

electronic structures of the quantum dots are favorable, to fabricate 

Angstrom-scale memory bits on this surface. 
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FIGURE CAPTIONS 

Fig. 1. STM image of a 160 Ax 180 A area of InSb(llO). The surface was 

cleaved in ultra-high vacuum (lo- 11 torr range) and imaged at +0.2 V sample 

bias with 120 pA tunneling current. The white features are In atoms. The data 

were Fourier filtered. 

Fig. 2. STM image of InSb(llO) showing Sb atoms. The sample bias was 

-0.2 v and the tunnel current was 120 pA. Individual Sb atoms are clearly 

resolved. The data were Fourier filtered. 

Fig. 3. Quantum dots produced on the InSb(llO) surface. Two quantum 

dots were produced on a perfect InSb surface by placing the tip over each dot 

region for "" 102 seconds. The dots are ""' 30 A and ""' 50 A in diameter. 

Individual In atoms can also be observed in the image. The sample was biased 

+0.5 V and the tunneling current was 120 pA. The data were not filtered. 



STM image showing the surface topography before (a) and after (b) (c) the 
nano-fabrication. The sample bias is 0.3 V (a) (b) and -0.3 V (c). 
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DEEP LEVELS AND SHALLOW-DEEP TRANS1TIONS 11'\ ZnSejZn 1 _.rMn .. Se SUPERLATIICES 

Shang Yuan REN. Jun SHEN. Run-Di HO!"G, Stefan KLEMM. M.-H. TSAI and John D. DOW 

Dt!purtm('nl of Physics, L'nit·ersily of Notre Dame, .\'atre Dame, IS 46551), USA 

R~ceived:! June 1989: accepted for publication 18 July 1989 

A th~ory of deep impurity l~vels in superlauices is outlined. and applied to ZnSe/Znu 5Mn 0.~Se with the substitutional dopant 
Ga 7.n· Ga is predicted to undergo a shallow-deep transition a5 a function of.¥ in bulk Zn 1 _ ,, Mn,Se. and so Ga dopes ZnSe n-type 
t>ut prevents Zn 0.~Mn 0.~Se from being dop~d n-type even by m,,dulation doping. In .ZnSe/Zn 0.~Mn 11.)Se superlauices. the hand 
edges are quite sensitive to changes in the layer thicknesses. but the deep k\dS are not. As a result. shallow-deep transition~ as 
functions of layer thickness are predicted to occur. The physics of shallow-deep transitions in supcrlauiccs is elucidated. and its 
reh:,·ant:e to the 11-VI doping problem is dis.:ussed. · 

1. Introduction 

Every s- and p-bonded substitutional "i:npurity 
in a semiconductor produces four "deep" levels 
that lie near or in the fundamental band gap of 
the host. These levels are due to the central-cell 
defect potential, and may all lie resonant with the 
host bands. in which case the impurity is termed 
•'shallow." Or at least one of these levels may lie 
within the gap .. in which case the impurity is 
"deep" [l]. Normally one such deep level is .'\ 1-

symmetric or s-like and three an: p-like (and pos­
sibly degenerate, depending on the site symmetry). 

2. Shallow-deep transitions 

In a very crude (but instructive) approximation 
[2]. the deeQ_J.~yels are insensitive to changes of the 
host composition. atomic ordering (e.g .. super­
lattice versus random alloy); or P.ressure, and re­
til.,in their ab:olute energies. In contrast. the con­
duction and valence band edges are sensiti\'e to 
such changes. and so it is rather common that a 
band edge passes through ::1 deep le\'el. changing 
the character of the impurity from shallow to 
deep. This is believed to be the case [3} for SiM"'" 
lSi on a cation site) in Al,Ga 1 _.,As: for x < 0.2 
the A 1-symmetric deep leH!: lies in the conduction 

OOJ9-60~S/90/S03.50 ''· Eb.:,·i•'~ xiencc PuJ:.Ii>h~rs B. V. 
1 Sorth·H~>ll:md) 

band. making Si a shalh~w donor: but for x > 0.3 
the deep level is in the- fundamt~ntal band gap. 
allowing the Si atom to trap an extra electron 
rather than donate one to the conduction band. 
rendering the material semi-insulating rather than 
n-type [3]. This shallo\v-de~p transition is particu­
larly interesting in superlattices. where the band 
edges are sensistive to the choice of layer thick-

. ness. but the deep levels are not [2}. 

3, Shallow-deep transitions in SUj)(:-rlanices 

.One example of such a transition is the Gazn 
impurity near the center of a ZnSe layer in a 
ZnSejZn 05:-..·1n 05Se [001] superlattice. This im­
purity is a shaH9w don0r. with its .'\ 1-symmetric 
deep level in the conduction band. for thick ZnSe 
layers. Fig. 1· illustrates how the conduction b::md 
edge of a .V x 1Q sup-!rlanice passes through the 
Ga deep lc!vel as :\' decreases from N = I a to 
N = 1 (a single l:lyer ()f ZnSe). In the thin super­
lattices (for N < 3, according to the theory (2.4]). 

. the superlauice-'s conduction band edgl! lies above 
the deep level; and Ga becomes a deep impurity: 
the extra electron (relative to Zn) of neutral Ga is 
trapped in the d~cp level. which can also trap an 
additional electton of opposite spin. For thick 
ZnSe layers ( N ~ 3). the extra Lkctron of neutral 

____ .._ _________________ -----'------··--· 
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ZnSe t Zn0.5Mn0_5Se [001] Superlattice 
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Fig. I. W~ll-ccnter Gazn A1 deep levels in {a) thin (I X 10) and in (b) thick (10 x 10) quantum w~Jl ZnSe;Zn 0.~Mn 0.~Se (001] 
$Uperlattices. Th~ thick solid lines are the band edges or ZnSe and Zn 0_,Mn 05Se bulk semiconductors respectively. The dashed lines 
are the superlattice band edges. The short sot;d lines are the Ga zn deep levels. The Ga zn deep level is above the superlattice 
conduction band edge in a 10 x 10 superlauice and is in the gap or a 1 x 10 superlattice. The extra valence electron in the: Ga zn 
resonant deep level will fall to the conduction band edge in the 10 ;.: 10 superlauice. while in the 1 X 10 superlauice the extra electron 

will occupy the deep level which can also trap another ~l~ctron or opposite spin. 

Ga spills out of the deep level (which lies above 
the superlattice·s conduction band edge) and the 
Ga is autoionized.-creating a long-ranged Coulomb 
potential which binds the electron at zero temper­
ature in a shallow donor leveL 

Fig. 2 illustrates how the Ga deep level. the 
conduction band minimum (CBM), the valence 
band maximum (VBM), and the shallow ]eve: are 
predicted to vary with ZnSe layer thickness N in 
an N X 10 ZnSe/Zn0.5Mn 0.5Se superlattice. The 
predictions use an empirical tight-binding Ham­
iltonian [5,61 together with the Green's function 
method [I]. 

This behavior of the Ga deep level as a func­
tion of layer thickness N is similar to that found 
as a function of alloy composition x in Zn 1 __ ,­

i>·1n ·' Se: for x > 0.1 the Ga deep level lies in the 
band gap. not in the conduction hand and traps 
electruns rather than donating thez~. This rne:tns 
that doping of Zn 1 __ ,Mn,Se for x > 0.1 \\:lth Ga' 
should produce semi-insub.ting rather than n-type 
material. which appears to be the case experimen· 
t:i.lly [7]. Even modulation doping of Zn; __ ,Mn .. Se 
with Ga will not produce n-type material for 
x > 0.1. because Ga is a deep trap in both layers 
of a Zn 1_.)\1nxSejZn 1 _,.Mn,.Se superbttice for 
y>x>O.L . . 

· Fig. 3 illustrates the predicted dependence on 
alloy composition x of the levels of a Ga zn impur­
ity in the ZnSe layer of a 1 X 10 ZnSe/Zn 1._.:r­

MnxSe superlattice. For x = 0, the superlattice 
reduces to bulk ZnSe. and Ga h:~s. a shallow 
hydrogenic ground state donor level slightly below 
the conduction band minimum, which provides 
n·')'Pe doping. The Ga deep level lie~ above the 
conduction band minimum. As the alloy composi­
tion x of the ZnSe/Zn 1 _ xMn xSe superlattice in­
creases, the band gap opens up and the conduc­
tion band edge (measured with respect to· the 
vnlence band maximum) moves to higher enl!rgy 
until. near x = 0.4, the band edge passes through 
the deep leveL For x > 0.4. the. stable ground st:Jtt: 

of the neutral Ga impur:•)· in the 1 x 10 
ZnSejZn 1 _ _..Mn_,Se superlattice has the deep level 
occupied by one electron. This deep level on trap 
a second electrvn of opposite spin, and so it 
removes electrons from the conduction band. · 
making the material semi-insulating rather than 
n-type. 

Shallow-deep transitions can occur when the 
,·alence hand edge passes through a deep le\'el. 
much the same as when a conduction band edge 
does. The valence-band shallow-deep tran~itions 
normally have a much more dramatic effect on the 
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Shallow-Deep Transition 

3.5 ..--------------, 

TRANSITION 

3.0 

J Deep ~eve! 

t-~:: .......... 
··-·-··--~ CBM 

Deep Trap \ 
Shallow Level 

0.0 VBM 

.(1.5 .__....__~ _ _._ _ __.. _ __,~___. 

0 2 6 8 10 12 

ZnSe Layer Thickness N 

Fig. 2. Dependence of deep levels and superlattice band edges 
on ZnSe layer thickness .\' (number of ZnSe molecules thick) 
for N x 10 ZnSeiZn 0.~:-ln 0.~Se superlattices. The thick lines 
are the superlattice conduction band (CBM) and valence band 
{VBM) edges respectively. The top of the ZnSe va!e.nce band 
(without strain) is taken to be the zero of energy. The thin solid 
line~ is the predicted well-center Ga z... A1 deep le~·el. The. 
shallow level. which follows the conduction band edge, is 
depicted by a dashed line. A shallow-deep transition is predic-

ted to occur around X= 3. 

doping character of a material, however, because 
they invariably involve p-like deep levels capable 
of containing six electrons (whereas the conduc­
tion-band shallow-deep transitions normally in­
volve A 1-symmetric levels capable of trapping only 
two electrons). 

We believe that such shallow-deep transitions 
are responsible for the different doping characters 
[8.9} of ZnSe (which can be easily doped n-type 
but not p-type) and ZnTe (which can be doped 
p-type): d~ep le\·els that lie in the gap of ZnSe and 
trap holes instead lie below the valence band 
maximum in ZnTe and donate holes. Clearly one 
\\·ay to enhance the p-type dopability of a II-VI 
semiconductor is to manipulate the semiconduc­
tor's valence band ma.x.imum, moving it up in 
t:nergy until it covers the deep hole traps. For 
example, the p-dopability of CdTe can be im­
proved [10} by fabricating a CdTe/ZnTe strained­
layer superlattice. In this case the strain splits the 

Dependence on x 

Gazn in (ZnSe), J (Zn,.,Mn,Se) 10 Superlattice 

32 

3.1 Deep Level 
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> 3.0 Conduction. 

.!.. Band Edge .... ~· ~· 
>- 2.9 \ ... ···· 
Ol ... 

~.8 .. ··'\ Gl 
c: w Shallow level 

2.7 

26 

X 
Fig. 3. Predicted dependence on Mn concentration x of the 
Gazn deep level, and the ~hallow :.l<.mor level in 1 x 10 
ZnSeiZn 1 _ ... Mn,.Se (OOIJ superlattices. The Ga zn A1 deep 
level is resonar: with the conduction hand when x < 0.4 (mak· 
ing Ga a shallow donor impurity), and is a deep trap occupied 

> 
.!:. 
>-
Cl 
~ c 
UJ 

by the extra electron for x > 0.4. 

'l l.S r, 
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Fig. 4. Schematic energy hand structure (energy in e\' versus 
wave vector) of CdTe. illustrating h,">w strain quaht:lli\'ely 
ch:mges the valence hand level structure v.·ith respect to the 
de.ep level eneq;~· and co,·.:rs the deep lcvd. (al The hulk 
semiconductor \\ ith a deep hole tr:•r ! :';at also .... ,nta.ins at least 
on.: hole) within 0.:! e\' of the vah:nce rand edge. The r, and 
r. bands are p-likc: band . .; tha: ar.: sp::: Jue to the large 
~pin-orbit intcracti.m in CdTe. d1) .A;:! x~ ,,perl:nu..:e has an 

internal strain that iurther split~ the valem·e hand ~nd covers 
up the deep k\·el. autoioni7jng the ht1lC. 
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,·aknce hand maximum of the CdTe and covers 
up d~cp IH1le traps in the gap slightly ahove the 
\'akncl! hand maximum (fig. 4). A more complete 
discussi0n of this p-doping problem will be pub­
lished dsl!where [11]. 

4. Summary 

The physics of shallow-deep transitions plays a 
major role in determining the doping properties of 
11- VI semiconductors. Band edges pass through 
deep le\'els and change the doping character of the 
impurity from n-type (donor) to semi-insulating 
(trap) or from p-type (acceptor) to semi-insulat­
ing. We believe that by better understanding and 
using these shallow-deep transitions. it will be 
possible to circumvent many of the doping prob­
lems that currently plague II- VI semiconductors. 
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The clean InSb( 110) surface was imaged in ultrahigh vacuum with scanning tunneling 
microscopy. A 1 X 1 surface structure was observed. A super-periodicity consistent with a 
c( 4 X 6) reconstruction was also observed on some regions of some cleaved surfaces, and appears 
to be cleavage dependent. The JnSb( 110) surface can easily be altered by the tunneling process to 
produce nanoscopic dots on the surface as small as 9 A radius. 

I. INTRODUCTION 

Scanning tunneling microscopy (STM) presents the oppor­
tunity not only to image a semiconductor surface on the 
atomic scale 1 but also to controllably manipulate the surface 
atoms. 2 In this paper we present some of the first atom-re­
solved STM images of cleaved InSb( 110) taken in ultrahigh 
vacuum (UHV).3

.4 We observed the expected 1 X 1 struc­
ture similar to GaAs( 110).5 In addition we also observed a 
new surface structure on some regions or domains of the 
surface. This new structure is consistent with a c( 4 X 6) re­
construction. Furthermore, we found that the InSb(l10) 
surface is very sensitive to disruption by the tunneling pro­
cess, a fact that allowed us to controllably produce nanosco­
pic dots on the surface. 

II. EXPERIMENTAL 

For these studies we used a Pachyderm-4 UHV scanning 
tunneling microscope6 which incorporates a demountable 
sample holder capable of holding six samples at one time. 
This microscope has unusual vibrational immunity because 
it was sculpted, almost in its entirety, from a single block of 
stainless steel. The microscope head was bolted directly onto 
the vacuum flange, and all the vibration isolation was done 
exterior to the vacuum chamber. Individual samples were n­
type single crystal bars purchased from Sumitomu, which 
were 5 mm long with ·a I X3 mm 2

( 110) surface cross sec­
tion. Samples were cleaved and imaged in a vacuum of order 
-10 11 Torr. The cleaved (110) surfaces were typically 
mirror-like and flat, with few visible macroscopic steps. For 
al~ the pictures shown in this paper the cleavage direction 
was from the bottom left corner of a picture tn the top right 
corner. Since the samples were cantilevered, the cleavage 
knife never contacted the cleaved surface because the sam­
ples always cleaved where the samples were fastened to the 
sample holder and not where the knife contacted them. The 
W tip" of the STM were electrochemically etched in NaOH 
solution followed by ultrasonic cleaning in deionized water. 
No further tip cleaning procedures were performed in vacu­
um. These tips, almost without fail, gave atomic-resolution 
images. Typical scan rates were about 500 Als with a cur­
rent of about 100 pA. 

Ill. RESULTS.AND DISCUSSION 

A. Surface structure of cleaved lnSb(11 0) 

On the InSb( 110) surface we observed the expected 1 X 1 
surface structure similar to GaAs ( 110). Large defect -free or 
nearly defect-free regions of this structure were frequently 
observed. A typical example of such an area ( 150 X 150 A 2 ) 

is shown in Fig. 1, where the white features are individual In­
derived states (sample biased + 0.2 V). Sb-derived states 
(golden features) were observed under negative sample bias 
( - 0.2 V) as shown in Fig. 2 (35 X 35 A?). The spacing of 
the observed I X 1 unit cell is in agreement with the accepted 
lattice constants of 6.5 X 4.6 A. 

In addition to the 1 X 1 structure we also observed a super­
periodicity on some regions of the lnSb( 11 0) surface for 
some cleaves. This super-periodicity consisted of rows 
spaced 19 A apart and inclined approximately 45• with re­
spect to the In or Sb rows. An example of this super-periodic­
ity is shown in Fig. 3 where two sets of rows can be observed: 
one vertical, closely spaced set and another diagonal, widely 
spaced set. The more closely spaced rows ha,·e a 6.5 A spac­
ing consistent with the In-Sb zig-zag chain spacing. We 
have taken precautions to guarantee that the super-periodic­
ity is not an artifact or due to noise, such as 60Hz pickup: 
The row spacing and relative orientation did not change with 
scan parameters such as the scan rate or with the scan direc­
tion. For example, changing the scan rate by a factc of more 
than 2 caused no change in the row spacings or their relative 
angles, and halting the scan range while keeping the scan 
rate constant caused the row spacing.in a picture to scale 
with the range. Furthermore, when we changed the tip scan 
direction by 20• to 90•, the STM pictures rotated by the given 
angle-leaving the row spacings and angles unchanged. This 
behavior indicates tl.at the rows are the result of a real sur­
face structure and not an artifact of the measurement. 
artifact of the measurement. 

When we observed the super-periodic structure, it fre­
quently extended over regions greater than 1000 A square 
and appem·ed to cover a nonnegligible fracl ;on oft he surface 
(perhaps 10% or more). Thb fraction. howl.'n:r. was dim~ 
cult to quantify because of the relatively narrow fidd of view 
of the STM. The super-periodic structure was observed for 
only about 25% of the cleaves-which suggests that it may 
be cleavage dependent. When we observed the super-period-

730 J. Vac. Sci. Techno!. B 9 (2), Mar/Apr hl91 07 .. 4·211X/91/020730·05$01.00 <c• 1991 American Vacuum Society 730 
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[11 0] 

L[001] 

FIG. I. STM image of the lnSb( 110) sur;'.,:e showing a large defect-free region. The surface was imaged at + 0.2 \' sampl<• bias with 110 pA tunneling. 
current. The area shown is !50 X !50 A. The white features are In-derh•ed states. 

! :·' . . 

ic structure. the widely spaced rows were a: ways parallel to 
the cleavage direction to within about ± W'. 

The STM results indicate that tn;: large-distance row 
spac:ng of this super-periodic structure is 19 A and the rela-

-

tive angle between these rows and the In or Sb ~tvws is al;ou · 
45•: If we assume the super-periodic struc!urt· i,; commensur­
ate with the In-Sb chains, then the data are c ··,si:nent with a 
c( 4 X o) reconstructkn of the surface. A cr 4 >< 6) recon-
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[00~) 

F1c }. STM in1a7·: of the 
lr1Sh{ 1 hL ... ·,:·~a,.:.: ~huwin!! Sb­
d, ri\·t:d ,;;;: . '· ., !,,. '"mpk h;;:.. 
w~t'- · ·· (~.: \. :t:·,,:: t:'c tunndtrlt! 

":urn.:nt ~\:,· ::u pA. TIH.: :-.-:~m 

rang..: ,.,,, .':' ·. 35 A'. Tht• g.Pid 

fcalurt'> :.r, Sb .lain-d. 

v 

J. Vac Sci. Technnl. B. Vnl. 9. No. ?. MArl Anr 1!1!11 



732 Liang, Packard, and Dow; STM study of the cleaved lnSb(110) suriace 732 

~ ~~.J:'; ,_:;• ,4 ~·,;;_:. ,.. , ~ - "''u:..._._, . .... .. -

(a) 

[001) 

FIG. 3. (a l STl\1 image of cleaved InSh( 110) surface showin!i! two pcriodicitie!;. The vertical rows are the "normal" I xI In-Sb row~, the diag<•nal rows arc 
the super-period • .: structure with row\ !9 A apart. The range was 95 X95 fi.!; the sample bias was + 0.3 V; the scan rate was 500 A/~. (b l The super-periodic 
stn:c lure wa:· also obscncd under negarh·e sample bias. The range wa~ 190X 190 A0

; the samplt• bias was - 0.3 V; the ~can rate was 600 Als. 

struction "ou:d prroducc a row structure with a row spacing 
of l <.i /~ wit I• rt'\\"~. inClined 4 7' with respect to the In-Sb 
chain.; A cl4 '-< 6) lattice illustr; :tg this is showu in Fip.. 4 
wh:;:··t llf a1•1ms p ·r lattice poin· are colored blat:;,. Tw:se 
col.'r.: . ;ttoms fo:·rr rows spac·~d J4 A at an angle of.;-;-'· wi:: 
resp::-., 10 the i JIO] dir::c-;:,,11. These colored atom~. may 
h.tve a d::ferent electroni~ s~:-ucture !~ ·.;ause of, rc~haps. di­
me!·izau·' wit:1 r.cighbori:':- atorr·: •· dime~: ih:nsity w:wt. 
Tiv.- actu::; ddails and n;-:. ·. ;llli~.n f,1; 11 ::' recon~: :uction are 
1: :'uli; U!:derstood dt p:-~.·~cnt. The ~·f :~: res~k.".:b ~uggest, 
h~.\ ~x·.: :, that some regions of the I' ··'. surface reconstruct 
wtt!t u. c(47 f, recons•ructio:>. C~Lt.;alit>ns a:·e pc·.~ntly 
under w:,y to ~Jucidate the physi~.·:· i!~Ki ~tabi!Jfy ofth1 .. · ;,·on­
structio:·. Clearly addllio:1al exr ·rimcntation and 1 :.:.:n!eti­
cal WO'"L ar-: ne~::dcd fll further ';,.: 11.} and undersl~.~·d this 
reco:.~:tn.:ct;.:-: .. 

T<' our kt~ '\\k<.ige thi~ is the 11. • 0h~.ervation of a new 
nxP 1str :c:inn on th';! cleaved InSb~ : :: ; surfact.. Interest­
ingly .:nou:J1. thougt .. Lape:-r•. et al. · .. ~·~rved cleavage de­
p.:.-u. ;:t:: n: .. 'toemis' n anomalies o: deaved c~aAs( I !0) 7 

and ~i1:1i::: anomalic· or; J;,Sb ·Perhaps tht:se atwmalics are 
:·:,:-.,•dal.·d with a ch:avage-rclate<:' r{·~:ons:ruction such as the 
11.: reponed here 

~-he ( l i 'l) .,,trf:t.:e of GaA~ b 1111e t)f the b:·:>t understood 
.. >mp.·:md :en.:. ·:ducto: surL·.·-··· ;.;nd th·.rc is a school of 
t:JOt:g}.l that otil - zinco;ende :·· •niconductors have the 

same surface relaxation geometry as GaAs." altlwagh this 
1atter ,·iewpoint is certainly eontroversial. 111 Tiwref,lre. the 
observation on InSb( 110) of a novel slrth.'lllrl' t:llhllliWII in 
the physics ofGaAs is unanti~·~·,ated and sug.t·,·-·, that the 
zincblence surfaces have a ric: . ..:r and n:,.lre \'a~;.,: physics 
than once th('Ught. i 

Th,· image of the c( 4 X 6) structure appear~ H be noisier 
than the 1 X I structure imares. \\ e spectittle that this may 
be due to "softer'' force conl>:::nts on the metastable c.( 4 :><.6) 
surf<.ce, and .interactio~s be:·,·:een the ST:,l tip and the sur- · 

·.face: as the tip pa~:-.es over th.: surface. the surfa.:e atom~ 
nlOVt'. 

B. Fab:-ication of nanoscopic dots 

Being abk to mGdify surface:; on a nanometer ,,cale using 
the tip-surfac~: interaction h. another valuable feature of 
STJ\·1s. Hecker et al. demonstn1! ·d tha: o.;ingle atoms coulc be 
manipn Ia ted on the G:•( Ill) surf act with a ~ingle vollage 
pr i: · · Ei~· 1 cr and S:1.·hweizcr were :.hie tr> posilion individ­
t;,ll' · <'l01:1s on the •.;l surface.= A m:nher ol'autiwrs r: have 
"n-.. ·.;:n{·d" various ~urfaces on llh.: n:t::<!meter st::dt.· using. 
var;.l..t!> nkt i1ods such as tip crash~.·•. '·' l:agl.' pubes. u·td lo.:::! 
hea1 i•1g iu .. i:·. liquids, and \'acu L ·; •. 1-i. ; .: we slww : · at nan­
osco; ic dot!> can be fabricated Ill t'HV ou tht: h;.~'1( 110) 
surface. 



733 Liang, Packard, and Dow: STM study of the cleaved lnSb(11 0) surface 733 

OSb ~tin 

--· . . . 
: . . . 
: . 

(1iO) 

Lf001) 
FIG. 4. A model of the.c(.4X6) surface structure. The small open and 
shaded circles are In and Sb atoms. The large black circles form rows 19 A 
apart which have an angle of43 dcg with respect to the [001) direction. The 
dashed lines form a surface unit cell of c(4X6) symmetry. 

Unlike Si surfaces and other surfaces that we have stud­
ied, 12

• 
13 the I nSb ( 110) surface could easily be altered by the 

tunneling process. We found that placing the tip over ~he 
same spot on the surf<11.:e for about 2 min (without scanning) 
frequently produced a hole or dot under the tit'l for small 
tunneling currents and voltages (tunneling current ab.."'ut 
100 pA, basis n 1ltage a few tenths of a volt). An example of 
two such holes L shown in Fig. 5. Befo~e positioning the tip 
over each hole area the surface was perfeet with no'holes O'r 
defects. After sur,;,-cssively positioning the tip (lVer each hole 
area for about 2 rr.in. two nanoscopic dots were formed. The 
resulting dots h.:tj a radius of 15-25 A and were one to two 
atomic layers deep. The dots were not the result of tip 
crashes since there was no .evidence of a tip crash in the 
tunneling current. Furthermore, our microscope has unu­
sual vibrational isolation stability and we have never ob­
served an unint...:ntional tip crash while tunneling over flat 
surfaces of other materials. I.' 

For writing paacn~" on the surface, one C(luld use the tip 
as a dot-mnker nfa d~,t-matrix printer. It would be desirable, 
however. to he able to write on the surface while the tip is 
scannoo. Th~.- w0uld allow. for cxampk, a continuous line nr 
script pattern tl• be written on the surface. To this end we 
found t'!..tl it i!' pnssible with low scan rates to produce nan· 

J. Va:::. Sci. Techno!. B, Vol. 9, No.2, Mar/ Apr 1991 

FIG. 5. Two nanoscopic dots were produced on a perfect lnSb( 1 10) surface 
by placing the tip over each region for about 2 min. The nanoscopic dots 

· have radii of - 15 and 25 A. Individual In-derived states can also be ob­
served in the image. The sample was biased + 0.5 V and the tunneling · 
current was 120 pA. 

oscopic holes on the InSb( 110) surface while the tip is 
scanned; In Fig. 6 we show an example of a small dot which 
was formed by slowly scanning (200 A/s) over a small · 
25 X 25 A area of the surface. This process produced a nanos­
copic dot over nearly the entire scan range after two repeated 
scans. The resulting dot is shown in Fig. 6 and has a radius of 
about 9 A. 

' ' 

JiL 
~··" 

.. \ 

Fr(;. 6. A singk nnno.~pic dot wa~ fabricated on thclnSi ' II OJ surface by 
slowly scannin~:t (200 A/s) the dot region. The naliu~ ofth<· dot is 9 A. The 
~ample bias was 0.2 V and the tunnel currcrn was 100 pA. 
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These results demonstrate that angstrom-scale STM lith­
ography on InSb( 110). surfaces will be fear'ble aliowing, 
perhaps, complicated patterns to be rubricated Olt this sur­
face. 

IV. CONCLUSIONO 

We obtained some of the first atom-resolved STM i:nagc!~ 
on the cleaved InSb(: 10) surface in UHV. We observed tl.e 
expected l X I structure on this su.rface which is similar to 
that of GaAs. 'n addition we observed L new super-periodic 
structure which ~nsisted of rows 1 S A an.:.rt rotated 4 7" 
with respf'ct to the ln-Sb chains~ This structure is consistent 
with a c( 4 X 6) reconstruction Furthcrmore, we found that · 
the InSb( 110) surface is easily disturbed by the tunnelmg 
process. Holding the tip fixed over th~ same ere:., of the sur­
face or slowly scanning the tip over~ re~:ion "f the s:·•-face 
freqt· 'ntly ah·rs the surface by producing a hvle. Usin~ thi 
technique. we have >,een able t() produce nanoscopic dots as 
small as 9 A radius. Efforts are unde1 way to write angstrom­
scale words on the InSb( 110) surface. 
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